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Abstract— In many practical applications, identifying the target age group is essential for marketing products and services. For instance, 

gaming and entertainment companies need to understand which age groups are most likely to purchase their services. This knowledge 

allows them to optimize their products and services to better cater to their target audience. This study proposes an age group prediction 

system using gait features. Gait, in this context, pertains to an individual's unique walking style. A diverse dataset containing subjects 

from 3 to 70 years old is collected. The age group is classified into three categories: child, adult, and senior. The critical aspect of this 

research lies in the preprocessing techniques applied to the gait patterns. The gait patterns are extracted from landmark human joint 

positions' key point values and preprocessed using smoothening techniques. Additionally, dimension reduction techniques enhance 

computational efficiency and accuracy before feeding the features into a deep learning-based classifier. These preprocessing steps play 

a pivotal role in the success of the deep learning-based classifier. A promising accuracy of up to 95% is reported for correctly recognizing 

the human age groups. The outcomes of this investigation underscore the tremendous potential of leveraging machine learning 

techniques to refine marketing strategies and boost customer satisfaction. The proposed approach can aid companies in aligning their 

products and services with the preferences and needs of distinct age groups, thereby enhancing their market presence and resonance 

with their target audience. 
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I. INTRODUCTION

Human Gait is a collection of movements, including 

walking and sprinting, resulting from specialized patterns[1]–

[3]. The characteristics of human movement include overall 

velocity, potential energy, pattern of limb movement, and 

force. It imparts a distinctive gait to humans for various 

categorizing purposes [4]–[6]. As a result of the diversity of 

human gaits, it is difficult to determine which characteristics 

are least correlated with age. To improve the system's 
accuracy, it is necessary to identify these movement 

characteristics among participants of various ages [7]–[10]. 

This study aims to develop a robust approach capable of 

identifying human age based on gait movement. Distinct 

locomotion patterns are observed among different age groups 

due to the physiological changes that occur as individuals age, 

leading to alterations in their movement patterns [11]–[13]. 

Data is captured through a camera in video format. However, 

preprocessing steps are necessary to enable the system to 

detect and analyze the video and its associated movement 

information. 

Since the captured videos contain various confounding 
factors, the gait signals are prone to noise. Consequently, 

preprocessing is crucial in eliminating noise and smoothing 

out the gait signals. Several filtering techniques have been 

employed towards this objective. The experimental results 

highlight the significance of identifying an appropriate 

filtering technique for accurate age-group estimation. 

A. Conventional Methods

In 2010, Zhang et al. [14] proposed a gait-based Hidden

Markov Model (HMM) for age classification. The researchers 
created the database and included older and younger groups 

of 7 participants each. Participants were asked to walk in a 

straight line 3 times, and the camera recorded all movements. 

In the results, the HMM method performed better than the 

classifier of the naive Bayesian method. When using the 

HMM method, a correct rate of 83.33% could be achieved, 

and the silhouette features of the older and younger groups 

reflected different walking patterns. 

Next, a team from Northeast Normal University, China 

[15] combined Gait and age range recognition with lower

limb joint angles to identify human motion, successfully
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limiting the computational load and obtaining a higher age 

range recognition rate. The dataset was divided into training 

and testing parts, and the team used a K-nearest neighbor 

classifier to identify age based on participants' gait patterns. 

The classifier had a success rate of more than 90% in all cases, 

such as walking fast, walking diagonally, and walking slowly. 

Nabila et al. [16] conducted an age recognition system for 

Gait based on the OU-ISIR database and the Silhouette model. 

The database includes data from 4007 people, a large 

population dataset. For the classification, SVM (Support 
Vector Machine) was used to solve the age recognition 

between two classes. According to the results, the SVM 

classification method achieved an accuracy of 74.47% with 

good recall and prediction of age groups. 

In 2019, Hema et.al. [17] conducted two based models, 

face and gait models, to perform age classification. After the 

study, the Gait based model is more suitable than the face-

based model because it is difficult for the face to get 

information if the subject is away from the camera. SVM was 

selected as the classifier and OU ISIR dataset was used for 

this age classification. It applied gait energy image (GEI), 

feature-to-example distance (FED), and gait energy image 

longitudinal projection (GLP) and gait energy image lateral 

projection (GTP) as gait energy image projection model 

(GPM). The results showed that GPM and GEI obtained better 

performance among other individual descriptors. 

In the same year, Riaz et al. [18] studied age estimation 

based on human walking. They used 6D acceleration and 

angular velocity of 86 subjects as a dataset. This study used 

two types of sensors and the reason for this is to use two 
different sensors, i.e., smartphone sensor and APDM Opal 

IMU, and use the same proposed algorithm to show the 

performance. The collected data underwent processes like 

feature extraction, such as mean, median, kurtosis, etc. 

Various models such as Random Forest Regressor (RFR), 

Support Vector Regressor (SVR) and Multi-Layer Perceptron 

Regressor (MLP-NN) are applied in this study. In the results, 

random forest regression. A summary of the conventional 

machine learning methods is presented in Table I. 

TABLE I 

A SUMMARY OF CONVENTIONAL METHODS 

Author Method Database Recognition Rate Pros Cons 

Zhang et 
al. (2010) 

Hidden Markov Model 
(HMM) 

- 83.33% Build a new way contour 
feature extraction of Gait 

Limited to small size 
of database 

Yang & 
Wang 

(2016) 

K-nearest neighbor 
(KNN) 

- 97.06% Giving possibility for 
detecting long distance cases 

Can only solve the 
transient occlusion 

Nabila et 
al. (2018) 

Descriptor Silhouette 
Model, 
SVM 

OU-ISIR 74.47% On road elder security issue A lower accuracy rate 
compared to other 
article  

Hema et.al. 
(2019) 

Support Vector 
Machine(SVM) 

OU-ISIR 89.1% Create a new efficiency 
descriptor 

Age-related parameter 
be too important 

Riaz et al. 
(2019) 

Random Forest 
Regressor, Support 

Vector Regressor, Multi-
layer Perceptron 
Regressor 

- 8.22 RMSE Clearly compare performance 
of each sensor 

The privacy concern 
will occur when using 

smartphone sensor 

Khabir et 
al. (2019) 

K-nearest neighbor 
(KNN), Support Vector 
Machine (SVM),Random 
Forest 

OU-IRIS KNN-81.18% 
SVM-84.76% 
Random Forest-
73.67% 

Good to compare three model 
accuracy to Gait based age 
recognition system.  

Still have feature that 
can be extracted in the 
dataset  

 

B. Deep Learning Methods 

Xu et al. [19] developed a gait-based age and gender 

estimation system. The OULP-age database was used in this 

system. The input was in GEI and the survey was performed 

with a deep convolutional neural network (ConvNet) for 

feature extraction. Multitask learning was used to estimate the 

age. In the results, the pre-trained data is more efficient 
compared to the data without pre-training. It achieved lower 

MAE and Huber results in all the tests, trained data achieved 

5.69 MSE and 5.65 Huber in the tests. 

In 2021, Saho et al. [20] proposed a gait comparing age and 

fall risk. Micro Doppler radar was used for data collection and 

participants were required to walk in a straight line within 10 

meters. After that, the results will be divided into two groups, 

i.e., fallers/non-fallers and 50/70 years old group. Then, the 

model used in this paper with deep learning method is CNN. 

fallers/non-fallers and 50 years old (middle age group)/70 

years old (old age group) groups achieved good results with 
accuracy of 78.9% and 81.6 respectively. 

In the same year, Costilla-Reyes et al. [21] proposed a 

system to investigate the basis of healthy Gait in different age 

groups. The type of data collected was based on walking force 

and gait data while walking on the ground. The model was 

divided into 70% for training and 30% for testing. This study 

was conducted with deep learning and non-deep learning 

models to compare the different performance between each 

other. The deep learning results have a large range based on 

classification. It can achieve a maximum f-score of 97% and 

a minimum f-score of 58%. 
Next, Chen et al. [22] conducted a wireless signal project 

to predict gait-based age estimation. The system detected Gait 

through wireless sensing and predicted age from the detected 

gait information. The environment was set up in a 20 m long 

and 1.5 m wide corridor in order to receive the gait data from 

the participants clearly. The model used in this study was 

Bagging Ensemble Learning. the overall accuracy based on 

this WIAGE system was 96.21%, which indicates a strong 

association and relationship between Gait and age. 
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Besides, Liu et al. [23] developed a system to focus on 

health using gait characteristics. The study investigated the 

gait patterns of participants in healthy and frail states and the 

gait changes in these states. After collecting data, they 

performed feature extraction using Alphapose and gait feature 

extraction, such as LGaitset, Gaitset, and DGaitset. The team 

then used VGG16 and AlexNet to perform the classification. 

85.1% was achieved for AlexNet and 85.5% for VGG16. 

In addition, Lv et al. [24] conducted a gait characterization 

based on alphapose human pose estimation. This study 

focused on pose estimation algorithms and the estimation of 

arthritis. TensorRT technique was used to detect video and 

process pose estimation, which can help improve performance 

and reduce latency. The results show that when TensorRT is 

used, latency will be reduced, and throughput can be 

increased by 97.19 compared to the results without the 

TensorRT technique. A summary of the deep learning 

methods is provided in Table II. 

TABLE II 

A SUMMARY OF DEEP LEARNING METHODS 

Author Method Database 
Recognition 

Rate 
Pros Cons 

Zhang et al. 
(2019) 

Multi-task learning OU-ISIR 5.69 MSE Given new types vision of age 
recognition 

Did not have the accuracy 
score of age. 

Saho et al. 
(2021) 

Convolutional 
neural network 

- 81.6% Micro-Doppler radar can record 
data information in far distance 

Data type is not video 
based. 

Costilla-Reyes 
et al. (2021) 

spatio-temporal 
deep learning model 

uOM-Gait-
69 

96.99% Provide many situation when the 
participant participate the study 

The gap of result is big 

Chen et al. 
(2021) 

Bagging ensemble 
learning 

- 96.21% Wireless Signals to detect Gait 
and estimate the age is feasible 

Need a very reliable 
environment to detect wifi 
signals 

Liu et al. 
(2021) 

AlexNet and 
VGG16 

- 85.1% 
AlexNet 
85.5% 

VGG16 

Giving an experience on the 
unhealthy person gait change 
even in same age  

Have a limitation when the 
participant in re-hospital 
status because it cannot 

record the status in that 
situation 

Lv et al. 
(2022) 

TensorRT - 71.14% More understanding about 
Alphapose and help to increase 
performance feature extraction 

It cannot detect the target 
participant if there have a 
lot of people appear in 
camera. 

 

II. MATERIAL AND METHOD 

The proposed age group estimation method contains three 

important processes: body keypoint estimation, 

preprocessing, and age group classification. Body keypoint 
estimation aims to identify and locate specific body parts from 

the input video or image, such as joints, limbs, and other 

anatomical landmarks. These keypoints are essential 

reference points for analyzing the subject's gait pattern. After 

obtaining the body keypoints, the next step is preprocessing 

the data. Preprocessing is essential for enhancing the quality 

and suitability of the data for subsequent analysis. Once the 

preprocessed data is ready, it is used as input for the age group 

classification model. Age group classification involves 

training a deep learning model using a labeled dataset 

containing gait patterns and corresponding age group 
information. The model learns to identify patterns and 

relationships between gait features and age groups. During the 

classification phase, the model takes the preprocessed data as 

input and predicts the most likely age group for the individual 

based on their gait pattern. The overall process flow is 

depicted in Fig. 1.  

 

 
Fig. 1  Block diagram of the proposed system 
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A. Body Keypoints Estimation 

Given an input video of a walking subject, AlphaPose [25] 

tracks the keypoints on the subject's body. AlphaPose 

involves two main stages: body part detection and pose 

estimation. In the first stage, AlphaPose detects and localizes 

various body parts. The second stage involves estimating the 

complete human pose by connecting the detected keypoints. 

AlphaPose effectively detects and localizes body parts in the 

input video by dividing the process into these two parts. It 

then predicts the positions of the body within bounding boxes 

and connects the keypoints to generate a comprehensive 

representation of the subject's pose. Some sample outputs of 
applying AlphaPose on the human age estimation dataset are 

depicted in Fig. 2.  
 

Fig. 2  Example of an unacceptable low-resolution image 

B. Preprocessing 

The gait signals represented by the estimated keypoints can 

exhibit fluctuations or inconsistencies due to factors like 

irregular movement, variations in walking speed, or jerky 

camera movements. Towards this end, several smoothing 

techniques are applied to create a more continuous and 

smooth representation of the gait pattern. The preprocessing 

step helps to remove sudden variations and outliers, enabling 

better analysis and modeling. 

1)   Exponential Moving Average:  The exponential 

moving average filter [26] is a type of moving average that 
gives more significance and weight to the nearest data points. 

It can also be used for time series datasets. The exponentially 

weighted moving average process reduces the weights 

exponentially, while the weighted moving average method 

continuously reduces the weights. 
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The time series will be used as input, where t equals k, k+1 up 

to n. The smoothing factor is defined as � �
�

���
. However, 

the value of k can only reach 3 because when the value of k 

exceeds 3, the result will be closer to 1. When k equals n, the 

number of observations will be reduced to one value. 

2)   Hampel Filter:  The Hempel filter [27] is a smoothing 

filter method that approaches the median filter. The Hempel 

filter aims to identify and replace outliers in a given series. It 

utilizes a configurable rolling window to traverse the data. It 

calculates the median and median absolute deviation (MAD). 
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The value of mk in the equation represents the median, and the 

value of Sk in the equation represents the MAD estimate. An 
interesting finding of this filter is that it reverts to a standard 

median filter when the value of t is set to zero. Implementing 

the Hempel filter can be seen as reducing the aggressiveness 

by controlling the threshold value. 

3)   Savitzky-Golay Filter:  The Savitzky-Golay filter [28] 

is one of the filter methods that can be applied to a set of data 

points. It is suitable for smoothed data sets without destroying 

the propensity of the data. This is achieved by fitting a 

continuous subset of adjacent data points using linear least 

squares, which is known as the convolution method. When the 

data points are equally spaced, it is possible to find an 
analytical solution to the least squares equation in the form of 

a set of singular "convolution coefficients" that can be applied 

to all subsets of data to estimate the smoothed signal. 
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C. Age Group Classification 

Once the gait signals have undergone preprocessing, the 

smoothed signals are ready to be utilized for age group 
classification. In this study, a deep learning model is 

employed, specifically a bidirectional Long Short-Term 

Memory (LSTM) model [29], [30]. 

The bidirectional LSTM model extends the capabilities of 

the traditional LSTM neural network. It consists of two 

independent LSTM networks that process the input sequence 

in both forward and backward directions. This bidirectional 

nature allows the model to capture information from the past 

and future steps, incorporating temporal dependencies and 

contextual information.  

The bidirectional LSTM model is connected to an output 

layer, which performs the age group classification based on 
the learned representations from the gait signals. By 

leveraging the bidirectional LSTM architecture, the model 

can effectively capture the complex patterns and dynamics 

present in gait data, enabling accurate age-group estimation. 

The utilization of bidirectional LSTM in gait analysis has 

proven beneficial, as it can effectively handle sequential data, 

such as time series of joint angles or accelerations recorded 

during walking or running. This approach allows the model to 

consider the dependencies and contextual information across 

multiple steps, improving the understanding and prediction of 

age groups based on gait patterns. 

III. RESULT AND DISCUSSION 

A. Dataset 

1)   Gait in the Wild Dataset:  The Gait in the wild dataset 

is a dataset that was collected from various sources, including 

videos obtained from the Internet and real-world data. The 

aim was to create a diverse and representative dataset of gait 

patterns, referred to as the "gait in the wild" dataset. 

Participants in the videos were instructed to walk and display 

their entire body to ensure accurate gait pattern capture. The 

videos encompassed four different views: front, back, left, 

and right. This multi-angle approach enabled the system to 
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capture different perspectives and angles of the participants, 

enhancing the system's ability to analyze gait changes and 

make accurate predictions. 

The dataset comprises a total of 199,538 data points, with 

each data point representing a frame in a video. The data 

points contain several columns, including image ID, category 

ID, key points, box coordinates, score, and IDX (refer Fig. 3).  

 
Fig. 3  Gait in the wild dataset 

 

One crucial feature of this dataset is the storage of 

keypoints, representing the human body patterns identified by 

the AlphaPose process. These keypoints play a significant 
role in gait analysis and age group estimation. The dataset has 

76,576 data points labeled as senior, 54,666 labeled as adults, 

and 68,296 labeled as children. The senior age group has the 

most extensive representation in the dataset. 

2)   Self-Collected Dataset: The self-collected dataset is 

identical to the Gait in the Wild dataset. It is a combination of 

video-based data, but with a different representation. In this 

self-collected dataset, each row represents a video consisting 

of 25 frames of human keypoint data. The keypoint data is 

extracted from the AlphaPose JSON files. However, it should 

be noted that the extracted keypoints do not include head and 

hand keypoints. This exclusion is due to the fact that head and 

hand keypoints are often obscured when individuals are 
facing different directions during walking. For example, when 

people walk to the right, the left hand may be obscured. 

The dataset contains a total of 3,100 columns representing 

the keypoints of the 25 frames. In terms of data collection, 

3,837 videos were collected. The filenames of the videos 
provide brief information about the participants, including 

gender, age, and the number and direction of walking (refer 

Fig. 4). The "label" field in the dataset records the age-related 

labels of the participants and serves as the classification 

groups for the model to predict the age groups. 

 

 
Fig. 4  Self-collected dataset 

 

Among the collected videos, there are 1,943 videos labeled 

as adults, making them the most numerous age group in the 

dataset. The child and senior groups follow, with 1,018 and 

876 videos, respectively. This self-collected dataset serves as 

an important resource for training and evaluating the age 

group classification model. It captures variations in gait 
patterns across different age groups and provides valuable 

insights for accurate age group estimation based on gait 

analysis. 

B. Evaluation of Baseline Performance 

1)   Gait in the Wild Dataset:  During the training process, 

the proposed model achieved an accuracy score of 0.55 in the 

Gait in the Wild dataset. The results obtained from the 

confusion matrix in Fig. 5 indicate that the model performs 

exceptionally well in predicting the seniors' and children's age 

groups. However, the model's accuracy was comparatively 

lower for the adult group. This lower accuracy can be 

attributed to misclassifying some adults as either children or 

seniors. 

One contributing factor to this result could be the presence 

of individuals with similar gait patterns in age groups that are 

close in age, such as children and seniors. The similarity in 

gait patterns may have led to misclassifications, resulting in a 

lower accuracy for the adult group. Another observation is 

that the validation loss increases after five iterations, 
indicating a potential overfitting problem in the model. This 

suggests the model may need further improvements to prevent 

overfitting and enhance its generalization capabilities. 
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Fig. 5  Confusion matrix and loss curve of Gait in the wild dataset 

 

2)   Self-Collected Dataset:  The self-collected dataset 

achieved an accuracy that was 3% lower than the field gait 

dataset (refer to Fig. 6). However, it exhibited a lower loss 

value of 0.15 compared to the field gait dataset, indicating a 

lower error rate in the self-collected dataset. The confusion 

matrix in Fig. 6 reveals that the model encountered difficulties 

in correctly identifying the senior and adult age groups. The 

gait patterns within these two groups may be highly similar, 
leading to challenges in distinguishing between them. Only a 

small number of cases from the senior group were accurately 

identified, while the model performed relatively well in 

predicting the adult group. The loss curve for the self-

collected dataset demonstrates that the model performed 

correctly without any signs of overfitting. Although the 

training loss appears to be high, there are no indications of 

overfitting or underfitting issues. Overall, the loss curves of 

the self-collected dataset show promising performance 

compared to the Gait in the wild dataset. 

 

  
Fig. 6  Confusion matrix and loss curve of self-collection dataset 

 
Table III provides a summary of the accuracy scores for 

the two datasets. The Gait in the wild dataset achieves a higher 

accuracy score, indicating better overall performance in age 

group classification. However, it is important to note that the 

training loss for this dataset is relatively high compared to the 

self-collected dataset.  

TABLE III 

BASELINE RESULTS OF GAIT IN THE WILD AND SELF-COLLECTED DATASETS 

Dataset Accuracy 

Gait in the wild 55.0% 

Self-Collected 52.9% 

 

The high train loss in the Gait in the wild dataset suggests 

that the model may encounter challenges and make significant 

errors during the classification process. These errors can 

affect the accuracy of age group predictions. In contrast, the 

self-collected dataset exhibits a lower train loss, indicating a 

more accurate and reliable model. Although the accuracy 

score is slightly lower compared to the Gait in the wild 

dataset, the lower train loss suggests better generalization and 

improved performance in age group classification. 
Considering these findings, it is essential to carefully evaluate 

the trade-off between accuracy and train loss when choosing 

a dataset for age group estimation based on gait analysis. 

While the Gait in the wild dataset may have a higher accuracy 
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score, the high train loss implies a higher likelihood of 

classification errors. On the other hand, the self-collected 

dataset offers lower train loss and a more reliable model for 

age group classification. 

C. Analysis of Adult and Senior Classes 

There is a common observation found in the two datasets. 

Due to their similar gait patterns, the system struggles to 
recognize the adult and senior groups accurately. To explore 

the impact of combining these two similar groups on the 

system's performance, an experiment is conducted by 

merging the age groups of seniors and adults into a single 

category named the "adult" group. 

1) Gait in the Wild Dataset:  The confusion matrix in Fig. 

7 shows that the performance on the Gait in the wild dataset 

can be improved by combining the adult and senior groups. 

Examining the loss curve, we observe that the model exhibits 

overfitting after 15 training epochs, while it experiences 

underfitting before reaching 15 epochs. This may require 

further improvements to enhance its performance. 

 

 
 

Fig. 7  Confusion matrix and loss curve of Gait in the wild dataset after group the adult and senior grouping 

 

2) Self-Collected Dataset: The self-collected dataset 

demonstrates superior performance in combining the adult 

and senior groups as compared to the Gait in the wild dataset. 

The child group exhibits a higher prediction accuracy 

compared to the adult group. When considering the total 

number of samples, this model successfully predicts 85 

instances from the child group. Analyzing the loss curve of 

the self-collected dataset in Fig. 8, we observe that the model 

comprehends the dataset well and makes accurate predictions. 

Furthermore, the model does not encounter any underfitting 

or overfitting problems, indicating a robust learning process. 

 
 

Fig. 8  Confusion matrix and loss curve of self-collected dataset after group the adult and senior grouping 
 

Table IV presents the overall performance before and after 

combining the adult and senior groups. We observe that up to 

40% improvement can be achieved in the Gait in the wild 

dataset, and a 26% improvement is achieved in the self-

collected dataset. By merging these two groups into a single 

category called the "adult" group, the system no longer needs 

to distinguish between them based on gait characteristics. 

This reduces the complexity of the classification task, making 

it easier for the model to differentiate between the combined 

adult group and other age groups, such as children. 
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TABLE IV 

RESULT AFTER GROUPING THE CLASSIFICATION GROUP 

Dataset Before Class 

Grouping 

After Class 

Grouping 

Gait in the wild 55.0% 95.0% 
Self-Collected 52.9% 79.0% 

D. Analysis of Filtering Techniques 

The gait signal sets in the model lack stability, which 

prompted the utilization of filtering techniques to address this 

issue. Different filtering techniques are applied to both 

datasets to smoothen the gait signals, including the Savitzky-
Golay filter, Hampel filter, and exponential moving average 

filter. The performance of applying the filtering techniques 

are provided in the subsequent sections. 

 

1)   Gait in the Wild Dataset:  

 Exponential Moving Average (EMA) Filter 

Fig. 9 shows the effectiveness of the EMA filter in 

preserving data information. The EMA filter successfully 
retains a significant portion of the data, as the "x" data remains 

largely unchanged. However, in the case of the "y" data, the 

filter removes numerous values that are considered too small. 

As a result, the "y" data undergoes more filtering, reducing 

the number of values. The "x" and "y" data components 

contain 25 information frames. It is important to note that 

after applying the EMA filter, the data exhibits increased 

complexity compared to the Gait in the wild dataset. This 

complexity arises due to the filtering process and the removal 

of certain values that do not meet the specified criteria. 

 

 
Fig. 9   A Comparison of applying exponential moving average filter in Gait in the wild dataset 

 

Fig. 10 demonstrates that the utilization of the EMA filter 

has demonstrated improvements in the model's performance. 

It exhibits the ability to recognize certain instances from the 

child age group despite the relatively lower number of true 

labels assigned to this group. In comparison to other filters, 

the EMA filter provides a promising signal. Analyzing the 

loss curve, it is evident that the model achieves optimal 

performance when training is halted at epoch 25. Continuing 

training beyond this point may increase the likelihood of 

overfitting. 
 

 
 

Fig. 10   Confusion matrix and loss curve of Gait in the wild dataset after applying Exponential Moving Average Filter 
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 Hampel Filter 

When applied to both the x and y coordinates, the Hampel 

Filter exclusively filters the values at the front of the dataset 

(Fig. 11). Consequently, a lot of information is removed from 
the dataset, resulting in substantial differences compared to 

the original data. Regrettably, the Hampel Filter struggles to 

identify the child class accurately and instead predicts all 

classes as adult groups. This poor performance is evident in 

the results, as the model consistently predicts all answers as 

belonging to the adult group.  

 

  
 

Fig. 11  A comparison after applying Hampel Filter in Gait in the wild dataset 

 

Analyzing the loss curve in Fig. 12, it becomes apparent 

that the Hampel Filter encounters the problem of overfitting. 

This indicates that the model becomes excessively tuned to 

the training data, failing to generalize well to unseen 

examples. Consequently, the combination of the Hampel 

Filter and the associated results is unsatisfactory, requiring 

further investigation and potentially alternative approaches to 

address the shortcomings in accuracy and overfitting. 

 

 
 

 

Fig. 12  Confusion matrix and loss curve of Gait in the wild dataset after applying Hampel Filter 

 

 Savitzky-Golay Filter 

Fig. 13 presents a comparison between the data before and 

after the application of the filtering technique. Specifically, 

the Savitzky-Golay filter is utilized to smooth the data, 

particularly in the "y" label. This filter modifies the data that 

lacks sufficient smoothness. Notably, if the data experiences 

sudden fluctuations with smaller and larger values, the filter 

eliminates the smaller values and increases them to achieve a 

smoother pattern. 
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Fig. 13 A comparison after applying Savitzky-Golay Filter in Gait in the wild dataset 

 

However, it is important to note that even after the 

Savitzky-Golay filtering, the model still struggles to correctly 
predict instances from the child class (refer to Fig. 14). This 

suggests that the model fails to comprehend the distinguishing 

characteristics between the adult and child age groups, even 

after the filtering process. Additional steps or adjustments 
may be necessary to enhance the model's understanding and 

classification of these distinct age groups. 
 

 
 

Fig. 14 Confusion matrix and loss curve of Gait in the wild dataset after applying Savitzky-Golay Filter 
 

Table V summarizes after applying the filtering techniques 

on the Gait in the wild dataset.  

TABLE V 

RESULT OF GAIT IN THE WILD DATASET AFTER APPLYING THE FILTERING 

TECHNIQUES 

Filter Technique Accuracy Training Loss 

Exponential Moving 
Average 

94.4% 0.213 

Hampel 94.8% 0.202 
Savitzky-Golay 94.9% 0.234 

 
The performance improvement, although not drastically 

different across filters, signifies that the filters enhance the 

model's ability to understand and interpret the data. This, in 

turn, leads to improved recognition and classification 

accuracy. 

2)   Self-Collected Dataset 

 Exponential Moving Average (EMA) Filter 

The EMA filter is highly effective in preserving most of the 
data within the dataset. It selectively smooths the data when 

sudden high or low values are encountered, while retaining 

the majority of the dataset's information (refer Fig. 15). This 

filter enables the model to gain a clear understanding of the 

filtered data, facilitating accurate interpretation and 

classification. 
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Fig. 15  Before and after view comparison after applying Exponential Moving Average Filter in Self-Collected dataset 

 

While the results obtained from the EMA filter may not 

exhibit significant differences compared to other filters, they 

still contribute to improving the model's stability (refer to Fig. 

16). However, it is worth noting that the accuracy of the EMA 

filter is slightly lower, with a decrease of 5% compared to the 

original dataset. Nonetheless, the loss curve of the EMA filter 

remains within acceptable parameters, demonstrating a 

normal and desirable progression. Both the training loss and 

the validation loss exhibit overall reduction.  

 

 
 

Fig. 16  Confusion matrix and loss curve of self-collected dataset after applying Exponential Moving Average Filter 

 

 Hampel Filter 

The Hampel filter primarily filters the data located towards 

the back side of the "x" tag, while the data in front of the "x" 

tag remains unchanged. The filtering effect on the "y" tag is 

partial, with only some of the data being filtered. In terms of 

performance, the Hampel filter exhibits similar results to the 

EMA filter. However, the accuracy of the Hampel filter is 

reduced by approximately 5% compared to the original 
dataset (refer to Fig. 17). 

Unfortunately, the loss curve of the Hampel filter in Fig. 

18 indicates that the model tends to overfit when the epoch 

length is longer. This suggests that prolonged training with 

the Hampel filter may lead to the model becoming too 

specialized for the training data, resulting in reduced 

generalization capabilities. 
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Fig. 17  Before and after view comparison after applying Hampel Filter in Self-Collected dataset 

 

  
 

Fig. 18  Confusion matrix and loss curve of self-collected dataset after applying Hampel Filter 

 

 Savitzky-Golay Filter 

The Savitzky-Golay filtering technique tends to remove a 

considerable amount of information compared to other 

filtering techniques (refer to Fig. 19). Specifically, in the "x" 

label, smaller values are retained, while in the "y" label, 

smaller data points are eliminated, and larger values are 

introduced. This filtering process results in a reduction in 

dataset accuracy compared to the results obtained without any 

filters. 

 
 

Fig. 19  Before and after view comparison after applying Savitzky-Golay Filter in Self-Collected dataset 
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Analyzing the loss curve, it is observed that the training 

loss of the model is relatively lower compared to the original 

dataset. This suggests that during the training process, the 

model may encounter fewer errors and exhibit improved 

performance in terms of minimizing the discrepancy between 

predicted and actual values. 
 

 
 

Fig. 20  Before and after view comparison after applying Savitzky-Golay Filter in Self-Collected dataset 

 

Table VI presents the accuracy results after applying each 

filter. The Savitzky-Golay filter achieves the highest accuracy 

score of 75.7%. However, when comparing the performance 

of the filters across both datasets, it is observed that the EMA 

filter consistently delivers stable results. The EMA filter 

exhibits a slightly lower accuracy of 0.8% compared to the 

Savitzky-Golay filter. Although the Savitzky-Golay filter 
yields a higher accuracy score, the EMA filter's stability 

across the datasets makes it a reliable choice. The marginal 

difference in accuracy between the two filters suggests that 

the EMA filter can provide a satisfactory balance between 

performance and stability. 

TABLE VI 

RESULT OF SELF-COLLECTED DATASET AFTER APPLYING THE FILTERING 

TECHNIQUES 

Filter Technique Accuracy Training Loss 

Exponential Moving 
Average 

74.9% 0.519 

Hampel 70.7% 0.563 
Savitzky-Golay 75.7% 0.506 

E. Discussions 

There are several interesting observations and findings 

from this study as follows: 

 Both datasets encountered challenges in accurately 

identifying the adult and senior groups. However, the 

gait patterns in the wild dataset posed difficulties in 

classifying the adult group, while the self-collected data 

struggled with identifying the senior group. 
 Combining the adult and senior groups proved 

beneficial in improving the overall performance. This 

approach allows for a more effective analysis of the gait 

similarities between the two groups, aiding in better 

classification accuracy. 
 The wild dataset exhibited superior results when 

compared to the self-collected dataset, even without 

undergoing the filtering process. This suggests that the 

inherent characteristics of the wild data enabled better 

recognition and classification of the gait patterns. 

IV. CONCLUSION 

In this study, an age group classification system using gait 

analysis is developed and evaluated using the Gait in the wild 

dataset and a self-collected dataset. Recognizing the challenge 
in accurately distinguishing between the adult and senior 

groups due to their similar gait patterns, the attempt was made 

to combine these two groups. This combination resulted in 

substantial improvements, with an improvement of over 26% 

in the respective datasets. The system does have several 

limitations that should be considered. Clear visibility of the 

full body in the video input is necessary, and other individuals 

in the video can disrupt the system's performance. 

Additionally, the Gait in the wild dataset posed challenges in 

predicting the child group due to the limited number of "child" 

labels available. Future efforts will focus on self-
improvement, continued study in related fields, and rigorous 

exploration of techniques to further enhance the system's 

accuracy and performance.  
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