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Abstract—After the pandemic hit every part of the world, healthcare awareness is slowly rising among every human being, especially 

leaders of each country. Due to a shortage of manpower in the healthcare industry, patients tend to search the internet for some self- 

diagnoses. This way is extremely dangerous as patients might end up using the wrong treatment such as taking the wrong medication 

to treat their sickness since there are so many different remedies posted on the internet without valid recognition from the healthcare 

professionals. To aid in overcoming this problem, this research will be building a Healthcare Recommender System. The goal of a 

Healthcare Recommender System ( HRS ) aims to supply its user (patient) with medical information that is meant to be highly relevant 

and tailored to an individual's need. Hence, this paper gives an overview of various recommender systems, datasets employed, and 

evaluation metrics used in the healthcare system. In addition, we propose the framework for the HRS to capture user input on their 

condition and recommend the next course of action. The steps involved in our recommender system includes choosing the dataset and 

techniques, data cleaning and preprocessing, building the recommender system, training the recommender engine, and finally 

performing the prediction. We generate the accuracy of prediction and analyze with some results. From the experimental results, Cosine 

Similarity has the highest accuracy compared to Jaccard Similarity and Euclidean Distance. 

Keywords—Recommender system; healthcare recommender system; content-based recommender; cosine similarity; jaccard similarity; 

euclidean distance. 
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I. INTRODUCTION

Since the COVID-19 pandemic hit the world in the second 

quarter of 2019, the healthcare industry has played an utmost 

important role [1], [2]. Even in urban areas, the need for 

healthcare in every part of the world is always emphasized. 

There are many solutions to improve the world's healthcare 

industry, such as building more healthcare buildings, hiring 
more healthcare workers, and introducing more healthcare 

courses for interested people to pursue. Places with large 

spaces can build more healthcare buildings, but the healthcare 

industry will still be nothing without healthcare workers. 

During the COVID-19 pandemic, the insufficient healthcare 

workers treating patients caused chaos in almost every 

hospital. Many patients were admitted to the hospital, 

requiring many healthcare workers to work overtime. On top 

of this, many healthcare workers became sick because of sleep 

deprivation, leading to a low immune system and a shortage 

of healthcare workers. 
Nowadays, almost every human owns a gadget, especially 

a smartphone or computer. Technologies have expanded more 

quickly than before, which aids the revolution of the 

healthcare system. Due to a workforce shortage in the 

healthcare industry, patients tend to search the internet for 

self-diagnosis. This way is hazardous as patients might end up 

using the wrong treatment, such as taking the wrong 

medication to treat their sickness since there are so many 

different remedies posted on the internet without valid 

recognition from healthcare professionals. Considering this, a 

Healthcare Recommender System (HRS) is introduced [3], 

[4]. Generally, a recommendation system is an algorithm that 

guides customers to suitable products or services they most 

want. Simply put, a recommender system allows people to 
choose based on their interests, needs, or preferences in 

various scenarios. 

People cannot get valuable information for enhancing their 

well-being because of the enormous amount of healthcare 

data available internationally. Using HRS can help with 

information overload, as extracting useful, personalized 

information from large amounts of data can be challenging 

[5], [6], [7]. Both end users and healthcare professionals can 

use these systems to make more informed judgments about 

the health of their patients [8], [9]. The HRS can inspire and 

involve users to provide better options and practical 
knowledge. The more users enter their data about the disease, 
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the more accurately the system can recommend which 

healthcare provider suits them best [10], [11]. In this case, it 

will be more efficient for both parties since the world that we 

are living in now emphasizes efficiency and accuracy. To do 

so, the accuracy and overall performance of the HRS are 

crucial, and the techniques used to build it should be chosen 

carefully. 

This paper used a profile based HRS component to store a 

Patient Health Record (PHR) owner's medical history. An 

HRS calculates a set of potentially relevant items of interest 
to a user. These items can be shown to the user while online 

examining the PHR because they come from reliable 

repositories. The system can offer the user some potential 

treatments based on the dataset. The HRS will be constructed 

using the Content-Based Filtering method, and the scores of 

the identified methods will be generated and compared. 

Fig. 1 shows a recommender system with different 

techniques to make user predictions. Choosing the proper 

recommender system techniques is crucial to obtaining a 

precise prediction model for users, especially in the healthcare 

industry associated with a user's health and life.  

 

 

Fig. 1  Grouping of Recommender System 

 

Content-based (CB) filtering involves utilizing 

characteristics of items to suggest other items similar to what 

the user has shown a preference for based on their prior 
actions or explicitly provided feedback [12], [13]. CB 

recommendation systems assess previous user item 

encounters to ascertain how similar users and items are [14]. 

This similarity information is then utilized to create a list of 

suggested items. CB models tend to produce good results 

when many user-item interactions are accessible. For 

example, a patient was recommended to read a health article 

about vitamin C from Pharmacy A's website. The patient 

clicked on the link, read it, and left a good comment with 5-

star rating. The patient then visited a different Pharmacy's 

website for another vitamin C article. This data will be 

collected, and other pharmacy websites' vitamin C articles 
will be recommended to patients who are also top-rated by 

other patients. 

The CB recommender system needs significant item 

feature data to build a user preference model. The fact that the 

item feature information is minimal and contains redundant or 

missing values proves it is extremely inconsistent, resulting in 

poor suggestions and inadequate learning of user preference 

profiles. We can infer that any CB recommender model relies 

heavily on retrieving effective item feature data. The 

information about the item's features is primarily textual and 

occasionally inconsistent. We risk having an insufficient 
feature representation if we vectorize this data using a method 

like Term Frequency and Inverse Document Frequency (TF-

IDF) [15], [16]. In short, the CB filtering technique collects 

data from users and analyses the data to recommend other 

similar data to users. Hence, users' data is crucial to receive 

the right recommendation. 

Using a technique known as collaborative filtering (CF), 

users can reject goods based on the opinions of other users 

who share their interests [17], [18], [19]. CF searches through 

a large amount of user data to locate a smaller group of users 

with similar preferences [20]. It combines the products people 

enjoy with other factors to get a sorted list of 

recommendations. Jane, for instance, enjoys reading the 

Percy Jackson and Harry Potter book series. Using CF 
techniques, it will suggest Jane books in the same genre to 

people who enjoy the same book, such as the Fantastic Beast 

book series. 

Finding comparable people or items is the first step in 

developing a system that automatically recommends products 

to users based on their preferences. One of the main 

advantages of collaborative filtering techniques is that they 

can make recommendations across genres. It is only 

determined by whether a user gives a product an explicit or 

implicit rating. For example, if two users give the same ratings 

to ten movies, even though they are very different in age. To 

address the third issue, there are numerous methods for 
calculating error, some of which are applicable to applications 

other than CF recommenders. These methods can also be used 

to test the accuracy of predictions. 

Calculating the Root Mean Square Error (RMSE), which 

involves forecasting ratings for a test dataset of user-item 

pairs for which the rating values are already known, is one 

method for evaluating the accuracy. The difference between 

the actual and anticipated values would constitute the error. 

The RMSE can be calculated by squaring all of the test set 

error values, finding the average (or mean), and then taking 

the square root of that average. Another method to gauge 
accuracy is Mean Absolute Error (MAE), which determines 

the error amount by determining its absolute value and then 

averaging all error values. There are three main types of CF 

techniques: memory-based, model-based, and hybrid. 

Memory-based techniques require a user's rating to compare 

users or goods and suggest them with undiscovered ones. 

User-based and item-based collaborative filtering 

algorithms are the two main categories. By identifying users 

who have viewed or rated similar content, we can leverage 

their ratings to propose new content using user-based CF 

algorithms. This approach can occasionally result in a "cold 
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start," which occurs when there is insufficient data on the 

user's preferences and nothing to compare. On the other hand, 

the item-based approach uses a similar idea but starts with a 

specified item. Using the selections of other users, we can 

then identify comparable things. Item-based approaches do 

not have the cold-start issue because their similarity matrices 

tend to be smaller, and a single item is sufficient to 

recommend more comparable items, which lowers the cost of 

locating neighbors. One drawback of this approach is that, 

compared to user-based CF, the recommendations would be 
less diverse. 

Model-based CF consists of creating a model from the 

rating dataset. For instance, we can utilize a portion of a 

dataset as a model instead of the entire dataset each time to 

generate recommendations. It will be more effective in this 

manner. We can construct the model using several methods, 

such as improving memory-based algorithms, solving linear 

algebra problems, and solving probability problems. This 

method has the drawbacks of being rigid, and the forecasts' 

accuracy depends on how the model is constructed. 

The matrix factorization method will be required to address 
this issue if our data is lacking or sparse. Moreover, Singular 

Value Decomposition (SVD), which incorporates a second 

diagonal matrix that encodes the weights or strengths, is a 

well-liked matrix factorization technique used in model-based 

CF. We can utilize the RMSE to assess the accuracy of our 

findings. 

Knowledge-based (KB) recommender systems base their 

recommendations not just on the user's search history but also 

on their past ratings [21] [22]. Fig. 2 shows that KB 

recommender system technique is based on users' preferences 

according to the existing background data that the system has 
and gives recommendations based on the constraints given by 

the user.  

 

 

Fig. 2  Knowledge Based Technique  

 

As an illustration, the user searched for a car to be 

purchased. Then, regardless of size or cost, the system will 

search the domain knowledge for anything linked to vehicles. 

Once the algorithm has identified anything connected to 

vehicles, it combines all its findings into a single database 

query. Now, since the user may want to be more precise about 

the outcomes, the user may want to add some specific details, 

which in a more technological context means tightening and 

loosening settings. This action generates a new query, and the 

procedure must be carried out several times until the user 

locates a suitable item. 

Configuring our similarity metrics is essential for creating 

a strong knowledge base. Finding results that do not exactly 

match the search query is done using similarity measures. It 

is critical to comprehend the relative significance of the 

feature as well as the utility function used to compare two 

feature values. The parameters can be explicitly defined by a 
subject-matter expert or discovered from user feedback. 

Additionally, a decent evaluation approach makes it easier for 

consumers to locate pertinent findings quickly and 

consistently. Dynamic criticizing is a more sophisticated 

method for returning the most pertinent options depending on 

the recent results. For instance, if a user is looking for a cheap 

car but has already browsed the model with the lowest 

features, no further action can be taken to lower the price and 

satisfy all the user's requirements. Thus, dynamic evaluation 

is useful in this situation. It considers all potential 

modifications to the user's query and displays the most 
prevalent patterns, like "used second-hand automobiles, 

cheaper price." By doing this, the algorithm looks for patterns 

across all results and gives people more options. 

KB can also be tailored in a variety of ways to each user. 

The utility and similarity functions for case- and constraint-

based recommender systems can be customized by leveraging 

user feedback to prioritize variables. Dynamic criticisms can 

also be tailored by considering the support for user history 

adjustments. For instance, we may monitor users' restrictions 

for their quotations and make new constraints and 

recommendations based on popular selections. In some 
recommender systems, KB can be beneficial. When enough 

ratings are gathered, they assist in overcoming the cold start 

issue and transition to collaborative filtering or content-based 

systems. KB recommenders can be valuable tools in complex 

or infrequently used item spaces. 

Both content-based filtering and collaborative filtering 

strategies have their drawbacks. Their shortcomings can be 

solved using hybrid-based strategies [23], [24],  [25]. To 

improve the performance and accuracy of recommender 

systems and take advantage of their strengths while balancing 

out their flaws, four main recommendation strategies are used 

to build hybrids: CF, CB, demographic, and KB. Many apps 
utilize a HB recommender algorithm because collaborative 

filtering is a common user problem, and content-based 

filtering techniques are a novel user problem [26]. Weighted 

hybrid, mixed hybrid, switching hybrid, feature-combination 

hybrid, cascade hybrid, feature-augmented hybrid, and meta-

level hybrid are the different categories of HB based on how 

they operate. Fig. 3 shows a general understanding of HB 

technique by combining inputs from CF and CB 

recommender systems using a combiner, producing the 

recommendation for the user. 
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Fig. 3  Hybrid-based Technique Flowchart 

 

Weighted hybrid builds a recommendation list using 
several recommender results and ratings from each applied 

strategy using a linear formula, such as P-tango. A CF 

recommender and a CB recommender comprise this 

operation. They are first given equal weight. Their weights 

change over time depending on the predictions or not. The 

benefits of the recommender system are easily utilized during 

the suggestion process by using weighted hybrids.  

Instead of getting one recommendation for each item, 

mixed hybrids combine the findings of several 

recommendation algorithms. Each item is associated with 

some recommendations generated by various 
recommendation algorithms. In this operation, a person's 

performance does not necessarily affect the success of the 

entire region. 

Switching hybrid systems exchanges recommendation 

techniques based on a methodology that considers the rating 

that the recommender can produce. Moving the new user issue 

of the CB recommender to the CF recommendation system, 

for example, this process can assist in avoiding difficulties 

particular to one technique. This system will benefit by being 

aware of the advantages and disadvantages of each of its 

component recommenders. In contrast, switching hybrids 

typically makes the recommendation process more 
challenging because the switching criterion needs to be 

established. 

In order to construct a sequence of preferences between 

various items, cascade hybridization uses an iterative 

refinement process. Recommendations from a different 

method may enhance the other approach. The first 

recommendation strategy compiles a preliminary list of 

concepts, refined by the second. Due to the iterative process's 

coarse-to-fine nature, this method is highly efficient and 

noise-tolerant. Feature augmentation technique requires more 

capability from the recommender systems and the ratings and 
other data generated by the prior recommender. 

The meta-level technique uses the internal model of one 

recommendation approach as input for another. The 

developed model is commonly, in every case, more 

enlightening than a solitary grade. Meta-level hybrids can 

solve the sparsity problem of collaborative filtering 

procedures, such as creating content-based user profiles using 

instant-based learning that is then compared cooperatively by 

using the full model created by the first technique as input for 

the second technique. Table 1 summarizes the advantages and 
disadvantages of each recommender system technique. 

TABLE I 

ADVANTAGES AND DISADVANTAGES OF RECOMMENDER SYSTEM 

TECHNIQUES 

Advantages Disadvantages 

Content-Based 

1. The model does not 
require other 

information from 
other users to make 
recommendations. 

2. The model can 
identify user's 
individual selections 
and recommend users 
based on other user's 

preferences. 
3. Does not suffer from 

cold-start problems. 

1. Highly inconsistent, such as when 
the information on an item's 

features is relatively limited and 
contains redundant or missing 
data. 

2. Utilizing users' personal and 
social data leads to no privacy. 

3. When we utilize the system to 
forecast items that are not yet 
visible, recommendation quality 

drops. 
4. Requires a good amount of item 

features. 

Collaborative Filtering 

1. Without relying on 
manual engineering 
features, embeddings 
can be learned 

automatically. 
2. Does not need the 

features of the items 
to be given. 

3. Domain knowledge 
is not required. 

1. The system normally cannot 
embed an item if it is not seen 
during training, making it 
impossible to query the model 

with this item. (Cold-Start 
problem). 

2. Suffers from data sparsity. 
3. Uses only user behavior for 

recommending items. 

Knowledge-Based 

1. Help in overcoming 
cold-start problems. 

2. It can be 
personalized to 
individual users in 
several ways. 

3. Uses dynamic 
critiquing. 

1. Identifying potential 
irregularities in the systems, 
such as circular relationships 
and redundant rules. 

2. Requires an accurate large range 
of data to perform accurately. 

3. It needs to provide the system 
with high-quality data and 

information contained in it. 

Hybrid Based 

1. Used to overcome 
the limitations of 
CB, CF, and KB 
techniques. 

2. Reduces the 
downside of using 

individual models. 

1. High computational complexity. 
2. Requires a large database to keep 

data metrics updated. 
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Advantages Disadvantages 

3. Results to more 
powerful and 
personalized 
recommendations for 
users. 

 

Han et al. [27] suggested a collaborative filtering 

recommender system for matching primary care physicians 

with patients. The researchers used the CF method to carry 

out their research. The predictive accuracy of their method 

was higher than the heuristic and CF baseline approaches 

without the formulated trust measure. Weighted 

Approximate-Rank Pairwise (WARP) loss was used to train 

the build model as a learning-to-rank task because the 
research observed actual patient visits, and most patients had 

visited fewer than three primary care doctors. When the CF 

model is trained using stochastic gradient descent and 

weighted sampling, the trust measure will scale the learning 

rate toward interactions associated with high levels of patient 

trust, resulting in improved convergence. Splitting the data 

over time for temporal cross-validation was done, and the 

model's performance was compared to that of a heuristic 

baseline model. With the support of the trust measure, the 

presented results were encouraging, with the proposed models 

consistently outperforming the heuristic baseline model by 
significant margins. 

Arshad et al. [28] investigated the state of knowledge 

management (KM) in Pakistan's public healthcare 

institutions. They proposed a component-based KM Model 

that combines an effective KM process framework with all 

necessary components of a successful KM system. This 

model aims to improve the interoperability and integration of 

healthcare information systems, thus promoting better 

insurance and ensuring the optimal usage of KM in the public 

healthcare sector. The research employed an "Explanatory 

Sequential Mixed Methodology Design", which thoroughly 
examines research issues through two distinct, interactive 

phases. Quantitative and qualitative surveys were 

administered to individuals from the prominent public 

healthcare sector in Pakistan using questionnaires. These 

public sector healthcare organizations aim to increase their 

utilization of the KM process framework and component-

based KM models to enhance governance, save time and 

effort in knowledge management, and achieve this through 

process improvements and technological advancements. 

By expediting the general practitioner appointment 

process, Han et al. [29] hoped to assist a healthcare provider 

in transforming their primary care health service into a 
patient-centered service. This was accomplished by 

implementing a hybrid recommender system that streamlines 

the procedure for matching patients with primary care 

physicians. The researchers collected large data, including 

consultation records, to understand patients' belief in their 

family physicians. The researchers blended patient and doctor 

metadata to personalize the doctor recommendations, 

especially for patients with limited prior interactions with 

family doctors. A hybrid matrix factorization model was 

created to depict patients and medical professionals as 

sequential fusions of variables that are not directly measured 
describing their traits and relations. This technology offers 

patients individualized doctor recommendations when used in 

conjunction with a selection of models based on rules 

procedure. The proposed hybrid approach was found to be 

more accurate than a heuristic baseline and a conventional 

collaborative filtering recommender system. The inclusion of 

the trust metric improved the performance of both the hybrid 

and CF systems even further. 

Using the Restricted Boltzmann Machine (RBM)-

Convolutional Neural Network (CNN) deep learning method, 

Sahoo et al. [30] proposed intelligent HRS. This work sheds 

light on how big data analytics can be leveraged to construct 
an effective health recommender engine. The health 

recommender engine makes use of Matrix factorization, SVD, 

Variable Weighted BSVD (WBSD), and deep learning 

strategies, among other privacy-preserving recommender 

systems. This paradigm makes it possible to define 

neighborhood and locality for both hidden and visible units. 

The RBM's sub- windows of the visible matrix could 

represent distinct image patches. The weights are dispersed 

among the hidden unit clusters, and the hidden-visible 

connections in the RBM are local. Since it is easy to measure 

and identify, they used the RMSE method in this instance so 
that we can rapidly calculate the recommender system's 

quality factor. When two error evaluations, such as RMSE 

and MAE, are considered, the suggested RBM-CNN method 

offers higher accuracy than all other methods. For selecting a 

hospital for a specific patient, the combination of an RBM 

with CNN in a deep learning environment improves the 

recommendation accuracy. 

Jabeen et al. [31] offered an IoT-based effective 

community-based recommender system that makes 

recommendations about the physical and dietary plans and 

detects the type of heart disease. In an IoT-based setting, the 
data is transmitted to the server. Then, a cardiovascular 

disease prediction system is implemented, which can 

recognize the condition and group it into one of eight classes. 

The system gathers information from patients about many 

characteristics to determine the condition. The algorithm then 

offers the patient the best guidance out of a large pool of 

suggestions gathered from cardiologists. The performance is 

evaluated using Precision and Recall. The degree of precision 

will reflect how well the diseases are categorized. The recall 

will gauge how well the classifier can identify diseases. The 

absolute difference between a cardiologist's real suggestions 

and those made by a recommender system is identified by 
MAE. The efficacy of the suggested heart disease prediction 

model is assessed by running it twice. The model was run the 

first time using the specified feature selection technique, and 

the second time without it. This procedure aids in assessing 

the effectiveness of the feature selection method. The 

technique works well for patients from outlying areas where 

a skilled cardiologist is typically unavailable. This proposed 

work might help a young, inexperienced cardiologist make an 

immediate medical choice. 

Ren et al. [32] created the Hybrid Collaborative Filtering 

Model for Healthcare, or HCFMH to suggest search phrases 
to physicians. On data set variations with various levels of 

data sparsity, the HCFMH model beat the baseline 

approaches. This means that compared to current state-of-the-

art RS approaches, a specially designed algorithm for the 

healthcare industry yields non-trivial speed improvements. 

For example, an HR@5 of 0.4317 indicates that there is a 
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more than 43% chance that the term a user will search for will 

appear among the top-five suggested items. To produce 

recommendations, their approaches in this research rely on 

relationships and co-occurrence between search phrases and 

ICD codes. The pros of this research work is that it can help 

in time and effort efficiency by identifying items proactively. 

On top of that, this research will aid in providing useful 

reminders to clinicians about the information that might have 

been significant that they may have missed. The limitation of 

these developed methods by these researchers is them facing 
a "coldstart" problem. If a patient's encounter data is missing 

from the system, the researchers cannot produce 

recommendations for them. 

Lambay & Mohideen [33] contributes to the study of 

information about big data analytics in the healthcare 

industry. Recommender systems are typically created using 

machine learning. An intelligence-based approach is explored 

in different phases to build a health recommender system 

which includes phases like information collection, learning 

and prediction. Different recommender system techniques are 

used for different machine learning techniques. In the data 
visitation phase, a collaborative filtering technique is used as 

it aids in quickly accessing healthcare-related information that 

makes it a patient-centered approach. Of course, the 

disadvantage to this technique is having the cold-start and 

scalability problem. Since patients' data are needed to 

recommend an accurate solution for them, PrivacyPreserving 

Collaborative Filtering (PPCF) is needed which prevents 

privacy loss by using the concept of Arbitrary Distributed 

Data (ADD). One upside about this technique is that the 

performance is not that great. The method employed to make 

healthcare recommendations is a hybrid one. Multiple Kernel 
Learning (MKL) and Adaptive Neuro Fuzzy Inference 

System (ANFIS) are combined to create the hybrid technique. 

The accuracy of each technique in this study is checked using 

the MAE (Mean Absolute Error) value. 

An automatic healthcare system is presented by Rustam et 

al. [34] that can successfully take the place of a doctor at the 

first stage of diagnosis and help save time by suggesting the 

necessary measures. Using patient symptoms as input, this 

study develops an automatic system that diagnoses a disease 

and recommends appropriate preventative measures. Two 

modules make up the suggested method. Using the dataset of 

clinical symptoms, the machine learning algorithms are 
taught in module 1. Categorical data conversion into text so 

that the data can be connected after speech data conversion 

into text in Module 2. Preprocessed data is divided 80:20 

between training and testing sets. Using the TF-IDF, features 

from the testing and training sets are extracted. A microphone 

is used by Module 2 on the patient's side to record patient 

voice data. To make sure the conversion of audio to text data 

is done correctly, the speech recognizer's performance is also 

assessed. The usefulness of two feature extraction 

techniques—TF-IDF and BoW—for textual data is tested 

using the data. These models' performance is enhanced by 
employing the grid search approach to identify the best 

hyperparameters. The accuracy of the suggested method is 

assessed and contrasted using accuracy, precision, recall, and 

F1-score. Experiments' findings show that text data often 

displays greater accuracy than category data. When classifiers 

have access to a large feature vector of textual data, their 

accuracy increases. A 99.9% prediction accuracy was 

achieved, and equivalent outcomes for precision, recall, and 

F1 score were also attained. Real-time scalability and good 

performance characterize the offered approach. 

An IoT device-based medical recommender system to 

detect and cure chronic diseases was presented by 

Nanehkaran et al.  [35]. The current methodology used the 

dataset of digitized patient health records housed in the 

PhysioNet data repository. The current dataset contains 

patient health records that have been documented in 
accordance with the disorders that have been identified and 

the doctor's diagnosis. The dataset's disease type, as 

determined by the nearest neighbor classification approach, is 

used to train disease-related symptoms. The suggested 

method will be assessed using the provided suggestions in 

accordance with the accuracy, sensitivity, and accuracy 

standards. Afterwards, the proposed method will be 

contrasted with other approaches already employed in this 

area. K-NN classification model is used in this recommender 

system. According to experimental findings, the suggested 

method performs well in terms of the evaluation criteria. The 
proposed method's high accuracy level suggests it has a great 

capacity for making effective treatment recommendations. 

The proposed method's inability to access actual hospital data 

is a significant flaw. Medical facilities find it difficult to 

quickly disclose genuine information to researchers due to 

patient privacy issues. 

Shambour et al. [14] produced a hybrid content-based 

multi-criteria CF strategy to help patients find the best doctors 

according to each user preferences. They proposed three 

modules: the hybrid prediction module, the item-based 

content module, and the item-based CF module. In contrast to 
traditional item-based CF similarity algorithms, the 

Bhattacharyya coefficient is effective at extracting global 

information from sparse rating datasets, which is why it is 

used as a similarity measure for global similarity. The 

researchers examined the local similarities between the 

objects using the Cosine similarity metric. The Jaccard 

coefficient is used to determine how many users gave the 

same scores to both items regarding structural similarity. 

Their proposed method also includes the item reputation 

score. in the item-based content module. The content 

similarity compares category representations of physicians 

rated by patients to recommend new physicians who have not 
seen them before. Under specific circumstances, the final 

predicted rating is determined by the hybrid prediction 

module employing the switching hybridization strategy. In 

contrast to the standard item-based CF-based 

recommendation algorithms that are currently in use, the 

experimental results on a real healthcare ratings dataset 

demonstrate that the proposed method can provide 

suggestions that are extremely reliable in terms of predicted 

accuracy and coverage even in the case of extremely sparse 

data. 

II. MATERIALS AND METHOD 

A. Theoretical Framework 

The prototype will be built upon the chosen dataset and 

techniques. The chosen dataset will first be cleaned and 

undergo some data preprocessing before implementing it into 
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the prototype. Then, a recommender system model will be 

built and trained. Model evaluation will also be implemented 

at the end of building the prototype. The evaluation metrics 

will be visualized in a bar chart. A graphical user interface 

will also be implemented for the prototype for better 

visualization and system interaction for users. Fig. 4 shows 

the flowchart of the prototype. 

B. The Dataset 

The dataset used for model training in the prototype is 

"mtsamples.csv" dataset, taken from Kaggle.com [36]. 

Medical data are quite difficult to find as this research touches 

on the medical area and Health Insurance Portability and 

Accountability Act (HIPAA) privacy requirements. 

"mtsamples.csv" dataset is the best that could be found and 

used for this project. The "mtsamples.csv" dataset consists of 

5 columns and 4999 rows. Fig. 5 shows the partial view of the 

dataset. 

The columns are "description", "medical_specialty", 
"sample_name", "transcription" and "keywords". 

 The "description" column describes the description of 

transcription. 

 The "medical_specialty" describes the medical 

specialty classification of transcription. The 

"sample_name" describes the transcription title. 

 The "transcription" column describes the sample 

medical transcriptions. 

 The "keywords" columns describe the relevant 

keywords from transcription. 

 

 
Fig. 4 Flowchart of the prototype 

 

 
Fig. 5  Partial view of the dataset. 

 

C. Data Cleaning 

In the cleaning process, some unwanted columns were 

deleted which are "Unnamed: 0", "sample_name" and 

"transcription" column. Fig. 6 shows the outcome of the table 

after dropping the unwanted columns. 

 

 

Fig. 6  Dataset output after deleted columns 

 
Moving on, the dataset will be checked for null values. If 

any null values are present in the "medical_specialty" and 

"keywords" column, the whole row will be deleted. Fig. 7 

shows the number of null values present in the dataset's 

column. There are 33 null values present in the "transcription" 

column while the "keywords" column has 1068 null values. 

Hence, the row that contains null values in "keywords" 

column will be deleted. As for the "medical_specialty" 

column, it does not have any null values. 
 

 
Fig. 7  Number of null values present in the dataset's column 

 

Subsequently, the dataset will be checked for duplicated 

rows as well. If there are any duplicated rows in this dataset, 

one of the duplicated rows will be deleted. Fig. 8 shows the 

number of duplicated data in the dataset which is 0. On 

account of this, the dataset has no duplicated rows to be 

deleted. 
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Fig. 8  Number of duplicated rows in the dataset 

 

Next off, the dataset will be checked for whitespaces as this 

might cause the system to not function correctly if these 

whitespaces are not removed properly from the dataset. Fig. 9 

shows the checking of the whitespace present in each column 

and removing them. Fig. 10 shows the checking of the 

whitespace present in each column after removing them just 

in case there are any miss outs. 

 

 
Fig. 9  Checking of whitespace in each column 

 

Following collection, the data is frequently stored in a 

matrix, where the rows represent users, the columns represent 

things, and the cells represent user ratings. This matrix is 

frequently referred to as a "user-item matrix" or "ratings 

matrix." Because not all objects have ratings, not all users 

have rated all the items, and most of the cells in the user-item 

matrix are empty, it is known as a sparse matrix. The user-

item matrix is the most important element in developing a 
model-based collaborative filtering system. The matrix must 

be preprocessed to address missing values, outliers, and other 

data quality issues. Additionally, it is important to standardize 

the ratings if the data was compiled from multiple sources. 

 

 
Fig. 10  Check for whitespaces in each column 

 

Making a model of user preferences is the next step. One 

of the most often used techniques in model-based 

collaborative filtering is matrix factorization. Matrix 

factorization is the process of identifying two smaller 

matrices—a user-feature matrix and a feature-item matrix—
that, when multiplied together, match the original user-item 

matrix. These two smaller matrices can be used to predict 

ratings that are missing. The goal of the factorization is to 

identify two matrices U and V that have an error between 

UVT, their product, and the original user-item matrix R. The 

most frequently applied method for this is Alternating Least 

Squares (ALS). 

The information in the original user-item matrix can be 

"compressed" into fewer traits through matrix factorization. 

The user and the item are represented by a vector of features 

for each item. These features identify the underlying patterns 
in the data. Users may receive suggestions utilizing the model 

once it has been constructed. We combine the anticipated 

rating for each item with the user's feature vector Ui and the 

item feature vector Vi to provide a suggestion for the user. 

The product with the highest projected rating is then 

suggested to the user. The model should be updated as new 

information becomes available. For instance, the model must 

be modified to take into account evolving consumer 

preferences. By enhancing the item matrix while keeping the 

user matrix constant, the model can be updated when utilizing 

ALS. 
The advantage of model-based collaborative filtering is 

that it can suggest products to users who haven't yet rated 

anything to items that haven't yet gotten any user ratings. It's 

critical to remember that it can be computationally expensive, 

especially when working with large datasets, and that it can 

only be utilized with certain types of feedback data. It's crucial 

to remember that the caliber of the data, the features used to 

train the model, and the factorization optimization procedure 

all significantly impact how accurate model-based 

collaborative filtering is. As a result, it's critical to divide the 

data into training and testing sets and evaluate the model's 
performance using metrics like RMSE, MAE, Precision, 

Recall, and F1-score. 

D. Recommender Engine 

After cleaning and preprocessing the dataset, the dataset is 

now ready to be used for our prototype. So, in this prototype 

we will be using CB recommendation technique. After 

exploring the data, building the predictive model will be next. 

The predictive model will allow users to key in keywords 

according to their symptoms. From here, the system will 
check the keywords with the database and recommend a 

medical specialist for the user. Users can prefer to register and 

use our system's recommendation tool, or they may use it as a 

guest. If the user is a guest, they will not be able to see their 

recommended history of our system. In the other way round, 

if a registered user uses our recommendation tool, they can 

check on their recommended medical specialist history 

together with their symptoms or keywords entered to the 

system previously. 

Hence, the predictive model will deal with the keywords 

that the user keyed into the system. Thus, TF-IDF method and 
Cosine Similarity will be used. TF-IDF involves tokenizing 

the text data into individual words, and then calculating the 

TF-IDF weight for each word. The TF-IDF weight reflects 

how important a word is to the meaning of the document, with 

words that frequently appear in the document but not in many 

other documents considered more important. Once the items 

have been represented using TF-IDF, the next step is to 

calculate their similarity. Cosine Similarity is used to compare 
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the TF-IDF representations of the keywords entered by user 

and find those that are most similar with the keywords in our 

database. The similarity score ranges between -1 and 1, where 

1 indicates that the vectors are identical and -1 indicates that 

they are completely dissimilar. By comparing the TF-IDF 

representations of the keywords using Cosine Similarity, the 

healthcare recommender system can find and recommend 

those that are most like the keywords with a medical specialty 

for the user. Finally, the recommender system can be 

integrated into a user interface, such as deploying it into 
Streamlit, so that users can easily access and interact with the 

recommendations. 

E. User Interface 

The prototype uses VSCode and Streamlit to build. The 

prototype can be run by typing the following command in the 

command prompt "streamlit run ProjectDemo.py". The 

command prompt will direct the user to the streamlit webpage 

on a browser. Fig. 11 shows that users should understand that 
this recommender system is not to help them to find a cure for 

the symptoms entered. Users should be consulting their 

healthcare provider prior to making any decisions related to 

their health. The predicted medical specialty should not be 

used as a substitute for professional medical judgement. 

 

 
Fig. 11  Healthcare Recommender system launching page. 

 

Fig. 12 prompts user to enter their symptom keywords into 

the system. Users can enter as many keywords as they want 

to and choose which method, they want the prediction to be 

conducted in. 
 

 
Fig. 12  Enter symptom keywords and choose the prediction method. 

III. RESULTS AND DISCUSSION 

Evaluation metrics is an essential tool for measuring the 

performance of machine learning models and algorithms. 

They provide a quantitative measure of how well a model or 

algorithm achieves a specific task or goal. Evaluation metrics 

can be used to compare different models or algorithms, 

identify areas for improvement, and track progress over time. 
A wide variety of evaluation metrics are available, depending 

on the task or goal of the model or algorithm. Some common 

evaluation metrics include accuracy, precision, recall, F1 

score, and AUC-ROC. Overall, evaluation metrics play a 

critical role in developing, testing, and improving machine 

learning models and algorithms. 

Fig. 13 shows the predicted output from the entered 

symptom keywords from users based on Cosine similarity. 

The user entered 'fever' and 'flu', two symptom keywords. 

After the user enters the keywords, the user is required to 

choose which method do they want the prediction to be 

conducted in. The system will only show the top 3 highest 

predicted results for users. From here, the user can understand 

which medical specialty they should consult according to the 
score displayed. The user can key in as many keywords as 

they want. 

 

 
Fig. 13  Predicted output of Cosine Similarity Method 

 

Cosine similarity is a measure of similarity between two 

non-zero vectors in an inner product space. The cosine of the 

angle between two vectors is measured. The dot product of 

the two vectors divided by the product of the Euclidean 

lengths of the two vectors is used to define the cosine 

similarity. The result of the cosine similarity algorithm spans 

from -1 to 1, with -1 denoting orthogonal vectors and 1 

denoting identical vector (i.e., vectors pointing in the same 
direction) (i.e., the vectors are at a 90-degree angle to each 

other). The degree of similarity between the two vectors is 

indicated by a value between -1 and 1, with larger values 

indicating greater similarity. Cosine similarity is useful 

because it is relatively efficient to compute, invariant to the 

scale of the input vectors, and considers the vectors' 

magnitude. 

In addition, Fig. 13 also shows the cosine similarity scores 

of each medical specialty. "General Medicine" and "Consult-

History and Phy." are considered very high (0.6914 and 

0.6764 respectively), which suggests that these two fields are 
very similar to each other. On the other hand, the similarity 

score of the last recommendation which is "General 

Medicine" is much lower (0.3887), which suggests that these 

two fields are less suggested. There will be repeated 

predictions of medical specialty which is normal and 

unconcerned because the data has different sets of keywords. 

Hence, the repetition of medical specialty is predicted with 

different similarity scores. Since this project is using TF-IDF, 

this vectorization method checks the frequency and the 

importance of each word present in a keyword column. If 

there are many keywords in the 'keywords' column that 
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contain the word 'fever' and 'flu' it could mean that the word 

'fever' and 'flu' are important. Thus, the score will be higher. 

Jaccard similarity is a measure used to quantify the 

similarity or dissimilarity between two sets. It is based on the 

size of the intersection of the sets divided by the size of their 

union. The Jaccard similarity coefficient, also known as the 

Jaccard index, is a value between 0 and 1, where 0 represents 

no similarity and 1 represents complete similarity. Fig 14. 

shows the prediction of Jaccard similarity score for 'fever' and 

'flu' symptom keywords. All three of the predictions are 
relatively low, which are nowhere close to 1. Hence, we can 

state that this method for prediction is not ideal to be used 

compared to the Cosine Similarity score given in Fig 13. 

 

 
Fig. 14  Jaccard Similarity Score for 'fever' and 'flu' symptom 

 

In content-based recommendation systems, the Euclidean 

distance method is a technique used to measure the similarity 

or dissimilarity between items based on their content features. 

By calculating the Euclidean distance between the target item 

and all other items in the system, a list of most similar items 

can be generated, and these items can be recommended to the 
user. The smaller the Euclidean distance, the more similar the 

items are, while a larger distance indicates greater 

dissimilarity. Fig. 15 shows the result of 'fever' and 'flu' 

symptom keywords by using Euclidean Distance prediction 

method. All three predictions given show 1. A Euclidean 

Distance of 1 suggests that the items are as dissimilar as 

possible and have no commonality in their feature values. 

They are located at the opposite ends of the feature space. 

Hence, we can say that the results are not suggested to be 

taken into consideration. 

 

 
Fig. 15  Euclidean Distance Score for 'cough' symptom 

 

Users can also click the "View History" button to view their 

predicted history output. The historical output will be 

visualized in the form of the word cloud. The commonly 

recommended medical specialty word appears larger with a 

darker font color, while less frequent or less significant words 

appear smaller and lighter. This lets users quickly identify the 

most frequently mentioned or significant words in the text. 

Fig. 16 shows the visualization of Word Cloud in Cosine 

Similarity, Jaccard Similarity and Euclidean Distance 

predictions respectively. 
The summary of the evaluation results is depicted in Table 

II. From the analysis, Cosine Similarity outperforms Jaccard 

Similarity and Euclidean Distance. The field of healthcare 

recommendation systems has seen a lot of progress in recent 

years, as evidenced by the range of approaches described in 

the related works above. Collaborative filtering techniques 

have been utilized in various ways, including the use of both 

item-item and user-user collaborative filtering. 

Researchers have also proposed hybrid approaches, which 

combine multiple techniques to improve the accuracy and 

coverage of recommendation systems. Additionally, privacy-
preserving collaborative filtering has been introduced to 

protect the privacy of healthcare data while still generating 

accurate recommendations. The use of sentiment analysis, 

topic modelling, and matrix factorization has also been 

suggested to enhance recommendations' personalization. 

Finally, the application of IoT devices and machine learning 

techniques to medical recommender systems has shown great 

promise, although concerns remain regarding the accessibility 

of hospital data due to privacy concerns. Overall, these 

approaches show great potential for improving the quality of 

healthcare services and personalized patient care, and further 
research in this area is likely to yield significant benefits. 

 

 
(a) 

 
(b) 

 
(c) 

Fig. 16  Word Cloud visualization for (a) Cosine Similarity, (b) Jaccard 

Similarity, and (c) Euclidean Distance 
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TABLE II 

SUMMARY OF EVALUATION RESULTS 

Method 

Used 

Keywords entered 

are exactly the same 

as database score 

Keywords entered are 

not same as the 

database score 

Cosine 
Similarity 

1.0000 0.6933 

Jaccard 
Similarity 

1.0000 0.1429 

Euclidean 
Distance 

0.0000 1.4142 

IV. CONCLUSION 

In this paper, various recommender system techniques are 

introduced and discussed. The summary of these techniques 

is also presented in a table format for better quick comparison 

and easy reading that includes each technique's advantages 

and disadvantages. Some related works on recommender 

systems are discussed in this paper, and a table summary of 

related works is presented. According to the related works, we 

can see that different techniques work differently in different 

recommender systems. Researchers have used many different 

evaluation metrics to evaluate the accuracy of their models' 
accuracy; the most common method is RMSE. In the future, 

we shall continue with more experimental evaluations to 

evaluate the performance of our recommender engine 

compared to state-of-the-art related works. In addition, we 

will also incorporate user feedback and preferences into the 

recommendation system to improve accuracy. 
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