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Abstract— One of the important internal qualities of pineapples is the total soluble solid content (SSC). Normally, the SSC can be 
evaluated using a reflectometer that is destructive and time-consuming. This research investigates the relationship between the 
reflected near infrared light and the internal quality of pineapples non-destructively. Five light emitted diodes (LEDs) that are in the 
range between 750 nm and 950 nm were used as the light source. The photodiode (OPT101) sensor was used to collect the light from 
the pineapple. The digital reflectometer was used to determine the reference SSC. The Near-infrared (NIR) data and the digital 
refractometer data were used to build the predictive model. The relationship between the near infrared light and the SSC of the 
pineapple was determined using artificial neural network predictive model. The internal quality of pineapples was determined using 
five NIR data wavelengths, the result points out that the k-fold cross-validation accurate classification was 75.56%. Besides, findings 
indicate that the artificial neural network that used four wavelengths that were 780 nm, 850 nm, 870 nm, and 940 nm achieved better 
classification than that used five wavelengths that included 910 nm. Thus, the artificial neural network coupled with NIR light is 
promising to be used to classify the internal quality of pineapples non-destructively.  
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I. INTRODUCTION 

Pineapple maturity is evaluated by the fruit eye flatness, 
the extent of skin yellowing and by the aroma. Pineapples 
take 3-5 months to reach maturity [1]. The highest fruit 
quality is if the fruit matures on the plant. Pineapples 
harvested prematurity do not continue to ripen or sweeten 
because of there is no starch reserves in the fruit to be 
converted to sugar [1]. The pineapples maturity is related to 
the changes in rind texture, juice composition and taste [2]. 
Besides that, the pineapples acidity increases during the 
fruit growth, as the fruit approach maturity and start to ripen, 
the acidity will drops [3]. Moreover, the physical, chemical 
and sensorial characters of pineapples show significant 
changed at different maturation stages [2]. Furthermore, the 
quality of the pineapples can be obtained by separating it 
into only maturity classes [4]. The pineapples were 
classified into three stage of maturity [3]. Green pineapple, 
half-ripe pineapple, and ripe pineapple are the three stages 
involved in the process of maturation of the pineapple [5]. 
Likewise, it can be separated as class A greater than 50% 

translucent yellow, class B having 25-50% translucent 
yellow, and class C less than 25% translucent yellow [4].  

There is a physiological dissimilarity between the top and 
bottom sections of the pineapple [6]. The 
physicomechanical properties of pineapple can be 
determined by the dividing into a longitudinal section that 
are a top section, middle section, and bottom section [7]. To 
obtain the internal quality of pineapple, the pineapple was 
cut into three transverse sections. According to E. V. Miller, 
the total soluble solids was higher at the bottom of 
pineapples [6]. The bottom consists of 19% of total soluble 
solids, while 17.1% at the middle and at the top of the 
pineapples was 14.7% [6]. The result shows the total Solid 
Soluble Content (SSC) were higher in the bottom than in the 
middle, and top sections. This result proves that the bottom 
section is more mature than the middle section and this turn 
is more mature than the top section [6]. This is due to the 
progressive decrease in then bromelain activity from top to 
bottom, where the activity of this enzyme tends to decrease 
with increasing maturity of the pineapple fruit. As stated by 
J.Guthrie, the Brix content of the bottom of pineapple fruit 
was always about 3˚ Brix higher than the top [8]. Since that, 
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the SSC value of pineapple is different from bottom to top 
[9]. By applying the same method by Sasathorn Srivichien, 
the pineapple can be separated into three-part that is top, 
middle, and bottom [10].  

Near infrared is a quick, low-cost and non-destructive 
technique of analysis to distinguish between varieties and 
measure internal properties of fruits [11]. Near infrared uses 
light of wavelengths between the visible and the infrared 
region [12]. The use of shortwave near infrared region from 
700-1100 nm can be accessed using inexpensive detectors 
and has been investigated in studies using various 
measurement modes such as reflectance, transmission, and 
interanctance [13]. Shortwave NIR can be applied to thicker 
samples and can yield information on the internal attributes 
of biological material such as sugar and water content [14]. 
NIR has been tested for measurement of SSC in several 
types of fruit [15]. Usually, the NIR region that is observed 
is C-H, N-H, O-H, and S-H bonds of organic components 
[11]. The NIR region radiation is observed by different 
chemical bonds such as C-H, C=O, and O-H of sugar 
present in the samples [16]. The calibrations of sugar 
content of intact fruit should be based on O-H and C-H 
features, emphasising the C-H feature to be less sensitive to 
temperature [14]. In the previous study shows that the 
pineapple can be scanning using spectrophotometer using 
reflectance mode in the range between 700 nm and 1100 nm 
[17].  

In order to obtain information from the fruit, multiple 
wavelengths are used. Each of wavelength only provides 
light scattering information at one spectral band which is 
insufficient for predicting the internal quality of fruit [18]. 
In this research five NIR LEDs is used to obtain the 
information. Each wavelength will collect different 
information about the fruit. At a range of 760 nm 
wavelength, the water absorbance bands were strong as 
presented for the second and third harmonics of the 
fundamental O-H stretching vibration [19]. 850 nm is closed 
to the third combination overtone of sugar O-H stretching at 
840 nm [20]. At 870 nm the absorption of the valley of 
water and oxygen is strong [21]. At 910 nm it is related to 
the third C-H stretch overtone and at 940 nm the water 
absorbance bands for the second and third harmonics of the 
fundamental O-H stretching vibration is strong [19].  

The artificial neural network has a good capability of 
self-learning and self-adapting that considered as a powerful 
tool for pattern recognition [22]. ANN has the ability to 
solve regression and classification problem using supervised 
learning methods [23]. This ANN gains popularity because 
the can tolerate noise data to predict or classify patterns with 
the data that have not been trained on [24]. More than that, 
ANN learns from the relationship between input parameters 
and controlled or uncontrolled variables by referring to 
previous trends in data as non-linear regression [25].  

The ANN architecture consists three parts that are input 
layers where it receives the input from the outside, the 
hidden layers are to restrict the interaction between neurons 
and output layers, as a result of the output network [26]. 
Therefore, ANN is very effective in predicting any outcome 
by learning from some predicting data, where the theoretical 
relation between the input variable and the output variable is 
quite complicated or there is no known theory at all [27]. 

The aim of this research to determine the relationship 
between the near infrared light and the internal quality of 
pineapples by means the total soluble content of the fruits.  

II. MATERIALS AND METHODS 

This section gives a brief explanation about the process 
of collecting data and data processing by using neural 
network. Furthermore, the predictive model is explained in 
this section. 

A. Pineapple Samples 

Four pineapples were bought from the store at Parit Raja, 
Batu Pahat, Johor. The pineapples are selected randomly but 
with the same size. Before the experiments, the samples 
were transported to the laboratory immediately. The 
pineapples were stored at room temperature overnight to 
release field heat [11]. On the next day, the pineapples were 
marked using pins and divided into three parts that are top, 
middle, and bottom. Each of the parts consists four pins 
which will be scanned using near infrared light and digital 
refractometer. 

B. Near Infrared Light Measurements 

The near-infrared light data were collected in diffuse 
reflectance mode using portable near infrared light that was 
built. The portable near infrared light consisted of five 
LEDs in a range of 750 nm and 950 nm. The photodiode 
detector (OPT101) was used to collect the light that was 
reflected from the pineapples. For each LEDs, an average of 
five scans was performed at each mark. 

C. Reference determination Soluble Solid Content (SSC) 

The pineapple was cut by using stainless steel apple corer 
at the pin area. Same size of each area will be taken out. 
Then, the selected area is crush using a crusher to get the 
juice. After that, the juice is measured using digital 
refractometer (PAL-1, Atago, Tokyo, Japan). The SSC was 
expressed in ˚Brix. 

D. Data Processing 

The total number of sample NIR data is 48 from 4 fruits. 
One fruit will contain 12 samples NIR data. The result is 
shown in Brix unit. From the result, the Brix reading is in 
the range of 8 and 14. This Brix result is separated into three 
section that is below 10 is classified as class C, between 10 
and 12 as class B, and above 12 is classified as class A. 
After separate the NIR data into three, the NIR data was 
arranged by class starting from class C, followed by class B 
and lastly class A. 

E. Artificial Neural Network 

Neural network is the combination of many training of 
the neural networks and merging their predictions, then 
make the conclusion based on the averaged output [28]. The 
basic structure of ANN is shown in the Fig. 1. The structure 
consists of the input layer, hidden layer, and an output layer. 
In this research, the input layer contains the information of 
near-infrared light data from five LEDs that are 780 nm, 
850 nm, 870 nm, 910 nm, and 940 nm. A single layer of 
hidden neuron is applied which the number of hidden 
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neuron is adjusted in between one and ten. The output layer 
consists the ˚Brix information. 

1

2

n

Input Layer
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Output Layer

Hidden 
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940 nm
 

Fig. 1 The basic structure of ANN consists of Input Layer, Hidden Layer, 
and Output Layer 

Scaled conjugate gradient (SCG) is a supervised learning 
algorithm that updates weight and bias values based on 
scaled conjugate gradient method [29]. By using a step size 
scaling mechanism SCG is avoiding time-consuming. The 
line-search per iteration is faster than the second-order 
algorithms [30]. An exploration is performed on the 
conjugate direction that produces faster convergence. SCG 
is a direct method because it provides the accurate solution 
of a limited number of iteration [31]. When the number of 
iteration increases, the number of computations per iteration 
is significantly low [29]. 

The process to build the predictive model were shown in 
Fig. 2. The data was collected by using near infrared light 
consists of five different wavelengths as a non-destructive 
method and using digital reflectometer as the destructive 
method. To remove the unwanted data from the data set 
several methods have been used such as by using boxplot, 
pre-neural network, and leave one out cross validation. By 
using boxplot the outlier value that was outside the 
interquartile ranges was removed from the data set. After 
that, the preliminary result of the neural network was tested 

to obtain the correct classification before removing the data 
set.  

The number of hidden neuron in the neural network was 
tuned to determine the best result for training and testing. 
This trial and error technique was used to estimate any 
nonlinear function with any level of accuracy, and it was 
used to investigate for the best model for the performance 
distribution prediction [32]. Next, the predictive model 
performance is improved by applying the leave-one-one 
cross-validation.  

Then, in the training process, the predictive model is 
trained and tested again by tuning the randomseed and 
hidden neuron.  

The predictive model is validated using K-fold validation. 
Afterwards, by removing one wavelength data, the data set 
was trained and tested again using the same predictive 
model. Lastly, the k-fold validation is performed by only 
using four wavelength data. 

F. Validation 

K-fold validation is used to validate the neural network. 
The k value is set to three. Each set consists of 15 samples. 
This set select samples randomly including three classes that 
are class A, class B, and class C. Each class will be brought 
to test once and the remaining sample will be in training. 
The hidden neuron is set in the range of one to ten. More 
than that, the random seed is adjusted to find the precise 
result. 

III.   RESULTS AND DISCUSSION 

A. Data analysis 

Class A consists of 13 samples where three of the 
samples is taken randomly for testing and the remaining 
samples are used for training. For class B, from 24 samples 
five samples are used for testing and the remaining is for 
training. While for class C, two samples out of 11 are used 
for testing and the remaining is used for training. The total 
samples for training are 38 and 10 samples for testing. 

The results of the SSC from the pineapples obtained 
agreed with the previous work carried out by E.V Miller [6] 
that, the total soluble solid content is lower at the top and 
higher at the bottom of the pineapples. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Validation  
Training   

Collect data (NIR light data 
and Brix data)

Boxplot
48 Samples

Pre-Neural network 
Training = 38 samples
Testing = 10 samples

Leave one out
Training = 47 samples

Testing = 1 sample

Neural network
Training = 36 samples
Testing = 9 samples

K-fold validation
K= 3

Training = 30 samples
Testing = 15 samples

Remove one wavelength data
Training = 36 samples
Testing = 9 samples

K-fold validation
K=3

Training = 30 samples
Testing = 15 samples

Pre-processing 

Fig. 2 The process of testing and validate the predictive model 
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B. Artificial neural network 

Fig. 3 shows the percentage of misclassification for 
training and testing. From 38 samples that are used for 
training and 10 samples for testing the best result show that 
when the hidden neuron is seven where the accuracy for 
training is 73.68% and 70% for testing. The best result is 
selected based on the lower number of misclassification for 
training and testing. 
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Fig. 3 The training and testing of the neural network predictive model 
without removing the outlier 

 
Based on the Fig. 4 the most accurate result is when the 

hidden neuron is five. The percentage of correct 
classification is 69.44% where from 36 samples for training 
25 are incorrect classified. While for testing, from nine 
samples there are seven samples are correct classified with 
77.78%. For others hidden neuron the percentage of testing 
is almost the same in between 70-90%. The highest 
percentage of correct training is when the hidden neuron is 
five. 
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Fig. 4 The training and testing of the neural network predictive model after 
removing the outlier 

By comparing Fig. 3 and Fig. 4 it is shown that the 
testing result for Fig. 4 is much better to compare in Fig. 3 
this is because the percentage of accuracy is higher in Fig. 4. 
This is due to the sample that has been removed from the 
data set after the pre-processing process and therefore the 
result of the correct classification is increased. As for 
training, Fig.3 shows the percentage of correct classification 
are in the range of 40-80%. While in Fig. 4 it is shown that 
result is more consistent in range of 60–70%. Therefore, by 
removing the outlier in the pre-processing process its helps 
the predictive model to predict the NIR data precisely.  

C. Validation 

Fig. 5 shows the number of hidden neuron versus 
accuracy of the classification for the internal quality of 
pineapples. As can be seen, the graph in Fig. 5 plotted that 
the most accurate result is when the hidden neuron is four 
where the percentage of correct classification is 71.11%. 
This shows that from 45 samples 13 of the samples is 
predicted wrongly. Based on these result, the lowest correct 
classification is when the hidden neurons are one and two. It 
is shown that the correct classification is 60%, where the 
number of the mistaken classification is 18. Most of the 
results show 68.89% of correct classification which is 
hidden neuron five, seven, eight, nine and ten. 
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Fig. 5 The percentage of incorrect classification using k-fold validation 
 

D. Remove one wavelength NIR data 

The bar chart in Fig. 6 provides the information on the 
near infrared light wavelength data when one of the 
wavelengths is removed from the NIR data set. The 
percentage of accurate classification for training and testing 
is shown in the bar chart. It is noticeable that, when 910 nm 
wavelength is removed from the predictive model, the result 
is better. The most accurate classification percentage for 
training and testing is 75% and 100% when 910 nm 
wavelength data is removed. This shows that the 910 nm 
data is not important compared to another wavelength. The 
lowest percentage correct classification for training is when 
850 nm wavelength is removed from the data set that is 
63.89%. While for testing, the lowest correct classification 
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is when the data for 870 nm and 940 nm is removed. The 
results show that the percentage is 66.67% accurate 
classified. 
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Fig. 6 The best result for training and testing when one wavelength data is 
removed from the data set using neural network predictive model 

 

E. Validation after removing 910 nm wavelength 

The bar chart in Fig. 7 shows the result after removing 
910 nm wavelength from the data set. The hidden neuron 
and the random seed is adjusted to select the best percentage 
of correct classification. The lowest percentage 
classification accuracy is when the hidden neuron is one 
where 17 from 45 samples is incorrect to classify. From the 
result, hidden neuron seven shows the best result with 
75.56% accurate classification. The number of incorrect 
samples was 11 from 45 samples. 
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Fig. 7 The result of k-fold validation to validate the predictive model after 
removing 910 nm wavelength data 
 

Based on Fig. 6 considering 910 nm wavelength, the 
results indicate the testing and training result of the neural 

network misclassification. While by referring to Fig. 7 the 
results express the validation of the predictive model. To 
validate the predictive model, the K-Fold Cross Validation 
was applied as shown in Fig. 7. Therefore, after removing 
the 910 nm wavelength the result of the K-fold validation is 
better to compared in Fig. 5. The percentage of accurate 
classification for K-fold validation was 3% higher after 
removing the 910 nm wavelength.  

IV.  CONCLUSION 

In this research, it can be observed that the relationship 
between near infrared light and the internal quality of 
pineapples can be build using artificial neural network to 
predict the internal quality of pineapples. By tunning the 
number of hidden neuron and the random seed in the neural 
network, the predictive model could classify the near 
infrared light from LED data to classify the class of the 
pineapples. The predictive model was optimized using k-
fold validation. After optimizing the random seed and the 
hidden neuron the predictive model is capable of achieving 
75.56% accurate classification. Findings suggest that there 
is a better relationship between the solid soluble content of 
pineapples and the reflected near infrared light if the 910 nm 
was excluded. This shows that the neural network coupled 
with near-infrared light is capable of classifying the internal 
quality of the pineapples non-destructively. 

Further research should be conducted to evaluate the 
potential of the predictive model in the analysis of the near 
infrared data from pineapples. Further studies can be 
performed in large samples number to predict the internal 
quality of pineapples. 
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