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Abstract - Emotion plays an important role in our daily lives. Emotional individuals can affect the performance of a company, the 

harmony of a family, the wellness or growth (physical, mental, and spiritual) of a child etc. It renders a wide range of impacts. The 

existing works on emotion detection from facial expressions differ from the voice. It is deduced that the facial expression is captured on 

the face externally, whereas the voice is captured from the air passes through the vocal folds internally. Both captured output models 

may very much deviate from each other. This paper studies and analyses a person's emotion through dual models -- facial expression 

and voice separately. The proposed algorithm uses a Convolutional Neural Network (CNN) with 2-dimensions convolutional layers for 

facial expression and 1-Dimension convolutional layers for voice. Feature extraction is done via face detection, and Mel-Spectrogram 

extraction is done via voice. The network layers are fine-tuned to achieve the higher performance of the CNN model. The trained CNN 

models can recognize emotions from the input videos, which may cover single or multiple emotions from the facial expression and voice 

perspective. The experimented videos are clean from the background music and environment noise and contain only a person's voice. 

The proposed algorithm achieved an accuracy of 62.9% through facial expression and 82.3% through voice. 
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I. INTRODUCTION

The escalating cost of living has created a myriad of 

unforeseen stressors for individuals, significantly impacting 

their psychological well-being [1]-[5]. In response, people 

often conceal their true emotions, leading to various 

problems, such as the alarming rise in suicide cases and the 

prevalence of mental health disorders. Recognizing the 

gravity of these challenges, emotion recognition applications 

have emerged as crucial tools in detecting and understanding 
human emotions. In the workplace context, where emotions 

play a pivotal role in employee well-being and organizational 

success, accurately assessing and addressing emotions has 

garnered substantial attention. 

Historically, studies in emotion recognition have 

predominantly focused on facial expressions, employing 

advanced computer vision techniques to analyze images and 

detect emotions [6]-[10]. Promising results have been 

achieved, with accuracies surpassing 95% in numerous cases. 

For instance, a smiling expression, indicated by an upward 

curve of the mouth, is typically associated with happiness, 
while a downturned curve suggests sadness or unhappiness. 

However, relying solely on facial expressions to determine 
emotions can yield inaccurate results. A curved mouth or lips 

may, at times, indicate neutrality or moderate sadness, 

necessitating the inclusion of additional modalities for a more 

precise analysis. The following section discusses the 

historical context of facial and audio expression-based 

emotion recognition studies. The proposed approach is 

covered in Section 3, while the implementation results is 

presented in Section 4. Section 5 concludes the paper and 

suggests some future works. 

II. MATERIAL AND METHOD

This section discusses some latest research works done in 

facial expression and voice separately, followed by the 

proposed method. 

A. Emotion Recognition by Facial Expression

CNN is utilized for facial expression recognition. Among

the well-known CNN architectures for image classification 
are VGGNet, AlexNet, and Inception [11]-[16]. There are 

numerous kernel sizes and numbers of filters in CNN, 

including 2, 4, 8, 16, 32, 64, 128, and 256. Different results 
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and accuracy may result from different kernels of varying 

sizes and number of filters. It is very important to select a 

suitable kernel size because low kernel sizes (such as 2) may 

lead to a highly unstable network, but kernel sizes such as 32 

and 64 will not achieve convergence for some merging of 

parameters in the model, while moderate and suitable kernel 

sizes (such as from 8 to 16) converge very well. One of the 

proposed models, which is not uniform and has different filter 

numbers across depth, can achieve a high accuracy of 65%, 

making it perform best for the Facial Expression Recognition 
2013 (FER-2013) dataset.  

By greedy training and stacking some layers of Restricted 

Boltzmann Machines (RBM), the Deep Belief Network 

(DBN) [17] is created. The ability to quickly find a suitable 

set of model parameters and perform well when computing 

latent variables in the deepest layer are two of DBN's 

advantages. However, the trained model may not interpret 

some ambiguous sensory input if the top-down influences on 

the inference process are ignored. Additionally, it only learns 

one layer of features at a time and does not adjust parameters 

at a lower level. This could lead to inefficiency and slowness. 
An edge detector algorithm called Local Directional 

Patterns (LDP) is combined with the Local Binary Pattern 

(LBP) as the modification for the feature extraction originally 

designed for texture description [18]. LBP was later improved 

for face recognition due to its high accuracy. In order to use 

LBP, the image must first be converted to grayscale. After 

that, a label will be assigned to each pixel by thresholding 

each pixel's 3 x 3 region in line with the central pixel. The 

image is broken up into smaller regions for LDP, and the 

histograms serve as the basis for the LDP descriptors. This 

research uses four different classifiers:  LDP alone (baseline), 
KNN, Voting Classifier, and AdaBoost. Suppose only LBP is 

applied (baseline). In that case, the lowest accuracy of the 

recognition is around 93% for KNN, and the highest is 97.5% 

for the AdaBoost classifier. In contrast, the lowest accuracy 

obtained for LDP with Extend Local Binary Pattern (ELBP) 

is around 94% for KNN and 99% for Voting Classifier. This 

research demonstrated that facial recognition accuracy with 

LBP can be improved using the LDP method in conjunction 

with the ELBP Feature Extractor and the Voting Classifier. 

In this study [19], Haar Cascade classifier and Local Binary 

Pattern Histogram (LBPH) were also applied to low-

resolution images from 76 x 76 pixels to 156 x 156 pixels. The 
histogram equalization and median filtering are used to pre-

process the face images. The histogram is used to represent 

the appearance of each binary code in the image in the 

enhanced version of the LBP known as LBPH. The proposed 

method achieved a recognition rate of 92.67% and 99.67% for 

real-time images and local files, respectively. This study 

demonstrated that the face recognition rate could be improved 

with the use of a median filter and a Haar Cascade classifier 

because the recognition rate achieved was higher than that of 

previous studies. 

The Viola-Jones algorithm combines Haar Cascade 
features used for detecting the face in [20]. The authors apply 

LBPH to convert the captured image into a binary vector. This 

is done to enhance the face detection of the Viola-Jones 

algorithm. A pre-trained model of CNN, VGG16 is used as 

the classifier with the combination of max pooling and 

SoftMax classifier. CNN was chosen as the classifier due to 

its ability to avoid a clear distinction between functions and 

indirect learning of training data. The accuracy of the model 

VGG-16 Face is 88% based on the validation provided by the 

Karolinska Directed Emotional Faces (KDEF) dataset. 

Because the Viola-Jones algorithm has an invariant detector 

that finds scales, it can scale features rather than the image 

itself. However, the Viola-Jones algorithm is extremely 

sensitive to lightning and cannot effectively detect faces that 

are tilted. Compared to other face detection algorithms, the 

processing time for Haar Cascade features is longer. 
Principal component analysis (PCA) and LBP with the 

classifier SVM and KNN with Euclidean distance (L2) are 

used in [21]. One of the categories of feature extraction, which 

is also referred to as appearance-based techniques, includes 

both PCA and LBP. The entire face will be processed using 

statistical techniques and linear transformation in the search 

for face-illustrative feature vectors. AdaBoost is useful for 

selecting the most effective LBP features, and LBP has the 

ability to divide the face image into multiple regions. In 

contrast, PCA involves removing less important dimensions, 

organizing dimensions according to significance, and locating 
the data's orthogonal basis. PCA and LBP with SVM perform 

the best overall on the JAFEE and the MUFE databases, 

where the recognition rates are approximately 88% and 76%. 

B. Emotion Recognition by Voice 

Paper in [22] aimed to compare the performance of Support 

Vector Machines (SVM), Recurrent neural network (RNN) 

and Multivariate Linear Regression classification (MLR) on 

Speech Emotion Recognition (SER). They first extracted the 

speech signals' Mel-frequency cepstral coefficients (MFCC) 
and Modulation Spectral (MS) features. For some classifiers 

([23][24]), they applied feature selection and speaker 

normalization to search for the relevant feature subset. Both 

regression and classification problems can be solved by using 

MLR. Before sending the data to MLR for classification, the 

authors altered the Linear Regression Classification (LRC). 

An optimal margin classifier in machine learning is SVM. 

SVM can perform better with limited data, so it can be used 

in experiments with only a small amount of training data. Last 

but not least, RNN is very good at learning time series data, 

but it has a problem with gradient vanishing that gets worse 
as the training sequences get longer. Consequently, feature 

extraction of MFCC+MS with RNN but without speaker 

normalization achieves 94% recognition accuracy. 

Multilayer Perceptron (MLP), SVM, and Logistic 

Regression (LR) with MFCCs are also compared [25]. In the 

feature extraction process, three features will be extracted: 

Mel-Spectrogram, chroma, and MFCC. Mel-Spectrogram 

contains Mel-Scaled frequencies, and it takes emotion 

samples over time to act as the audio signal. Then, the signal 

is mapped from the time and frequency domain using the Fast 

Fourier Transform (FFT) and frequency and amplitude are 
shifted to construct the spectrogram. Chroma is used to extract 

the audio's vocal content and determine the pitch rotation's 

angle as the helix traverses while MFCC can capture the 

crucial phonetical characteristics of an audio file. As the result 

of the comparison, the accuracy of the MLP model is 84.62%, 

LR is 100% and SVM is 91.67%. 

The researchers proposed a Deep Neural Network (DNN) 

model to recognize emotional states from a one-second frame 
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of raw speech spectrogram because it contains acoustic and 

semantic features [26]. DNN is a feed-forward neural network 

with many hidden layers, and each layer consists of multiple 

neurons that hold a weight of the previous layer's output and 

an intercept term or bias. The result is passed to the next layer 

through a non-linear function such as the sigmoid function, 

SoftMax function, and Rectified Linear Unit (ReLU). Mini-

batch Stochastic Gradient Descent (SGD) is used to update 

weights during training. This model also includes dropouts 

because DNN is prone to overfitting. The process of 
recognizing emotions from a spectrogram is made possible by 

the deep hierarchical architecture of DNN, the addition of 

data, and sensible regularization. The Surrey Audio-Visual 

Expressed Emotion (SAVEE) and eNTERFACE databases 

[27] are used to assess the proposed model's accuracy. For 

both databases, speech or voice emotion recognition accuracy 

is approximately 60%. 

A deep Convolutional Neural Network (CNN) from 

spectrograms for SER was discussed in [28]. A spectrogram 

is a graphic representation of the intensity of a signal at 

various frequencies in a particular waveform over time. A 
time-frequency representation is created by computing the 

speech signal using FFT. To carry out SER, salient 

discriminative features are extracted from the spectrograms. 

The fact that these robust and discriminative features are 

automatically learned from spectrograms as the foundation 

for SER is one of the benefits of using them in this research. 

As CNN's inputs, the speech signals are generated to form 

spectrograms. CNN consists of three convolutional layers, 

several pooling layers, three fully connected layers, and the 

SoftMax activation layer, which classified the model's seven 

emotions. For anger, boredom, disgust, and sadness, the 
proposed model achieved accuracy greater than 50%, while 

for fear, happiness, and neutrality, it achieved an accuracy of 

less than 50%. Only anger, fear, and neutral emotions 

performed better than the proposed model when compared to 

the pre-trained AlexNet model, while the other emotions 

achieved lower accuracy. As a result, the proposed model 

outperforms the pre-trained model in terms of performance 

and complexity. 

Multi-task learning (MTL) is used to implement SER with 

CNN [29]. Despite the fact that DNNs were reported to 

perform better than HMM and SVM, the authors stated that 

DNNs still suffer from a generalization error issue due to the 
lack of training data. As a result, they proposed MTL-based 

CNN (MTL-CNN), also known as transfer learning, which 

classifies emotion as the primary task and arousal level, 

valence level, and gender as minor tasks. They believe that 

the model's performance on the main task can be improved 

with the assistance of those auxiliary tasks. Emotional states, 

like neutral women's voices being confused with men's voices 

that are highly aroused, are gender specific. Therefore, 

gender-specific emotion classification may perform better 

than gender-neutral classification. An input layer, two 

convolutional layers, a fully connected layer, and an MTL 
output layer make up MTL-CNN. MTL-CNN's accuracy for 

emotion recognition with one main task and three auxiliary 

tasks is 89.59 %, which is higher than the model's accuracy of 

86.56% for the main task alone. 

 

C. Proposed Method 

The proposed method to recognize facial expressions and 

voice in this paper is as follows. 

1) Data Augmentation 

This paper uses data augmentation to increase the size and 

range of the training data. With the balance and adequate 

training data, it helps improve the performance of the model 

and yields better precision. The process of gathering and 

labeling data is time-consuming and expensive. Thus, 

transforming the data into diverse aspects can significantly 
reduce the operational costs. The augmented data will be 

treated as new data after the augmentation process. 

The ImageDataGenerator library and some methods such 

as horizontal flipping, rotation, width and height shifting, 

shearing and zooming are applied for image data. While for 

audio data, the augmentation techniques applied are noise-

adding, pitch-tuning, shifting, dynamic-changing and speed-

and-pitch-tuning. 

2) Face Detection 

ResNet SSD is a Single Shot-Multibox Detector (SSD) and 

uses ResNet-10 architecture as backbone [30]. ResNet-10 

model has removed the fully connected layers and only uses 

the feature extraction layers. The SSD Head is embedded in 

its backbone. SSD predicts the bounding box and class at the 

same time in the same deep-learning model that analyses the 

image. This module supports three frameworks. They are 

Caffe, TensorFlow and PyTorch. In this paper, it applies the 
Caffe model. It is fundamentally cantered on the Visual 

Geometry Group (VGG) model. 

The difference between the ResNet SSD in OpenCV to the 

other face detection methods like Dlib is that it separates the 

image into numerous grids instead of using the conventional 

sliding window algorithm. Each grid cell oversees 

recognizing items in a specific area of the image. "0" signifies 

that no object is located in the grid. 

ResNet SSD is being utilized mainly due to it provides 

better accuracy than existing face detection methods like Haar 

Cascade Classifier. Besides, it is more efficient even on a 
CPU instantaneously. It can detect multiple face angles from 

different directions such as left, right, up and downside of the 

face. Contrasting to Dlib and Haar Cascade Classifier, it 

processes very fast even when there are a lot of obstacles. 

3) Mel-Spectrogram 

It is a signal defined as a change in a quantity over time and 

audio data is a variation of air pressure (amplitude) over time. 

Fourier transforms, or Fourier's theorem, allows us to 

decompose a signal into its frequencies and the amplitude of 

the frequencies. It lets us transform the signal from time 

domain to frequency domain and it is called a spectrum. The 

algorithm, Fast Fourier Transform (FFT) eases the calculation 

of the Fourier transform efficiently.  

Some of the signals are non-periodic signals, which the 

signal's frequency content is different over time. Hence, there 
is an idea of calculating several spectrums from different 

segments of the audio data by using FFT and combine them 

together to form a piece of complete information called the 

Short-Time Fourier Transform (STFT) and the output is 

called the spectrogram by stacking all FFTs on top of each 
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other. Due to human hearing can only concentrate in very 

small amplitude and frequency ranges, there is an adjustment 

needed, which is converting the frequency to a log scale and 

the amplitude to decibels it is known as the log scale of the 

amplitude.  

Lower frequency differences are easier to notice in humans 

than higher frequency variations. It is also known as a non-

linear transformation of the frequency scale. The formula of 

the Mel Scale is below:  

 M = 1127*ln (1+f/700) (1) 

which the ln is known as the natural logarithm (log_e ). 

4) Convolutional Neural Network (CNN) 

CNN is a class of network comprising many layers of 

neurons that can study and adapt to their weights to categorize 

objects precisely. It takes less pre-processing as it can learn 
the characteristics or features by changing the weight of 

individuals neuron. CNN is mainly built for image 

classification process which the model examines in two-

dimensional input and goes beyond feature learning and 

classification. CNN can also accomplish well on one-

dimensional data like audio data. It can learn to extract 

important features from the given data at whatever of its 

dimensions or shape. 

 

 
Fig. 1  CNN for image data 

 

A 2-dimensions CNN was applied for image data as images 

are in 2D. ReLu function was selected as the activation 

functions for the CNN layers except the output layer. SoftMax 

was applied at the output layer as this is a classification of four 

classes of emotions. MAX pooling layers were also applied. 

The dataset used to train the CNN model is Facial Emotion 

Recognition (FER-2013). Initially, it consists of 28709 
training data and 7178 testing data from seven emotions: 

angry, disgust, fear, happy, neutral, sad and surprise. All the 

images have the size of 48x48 pixels. Since only four 

emotions (angry, happy, neutral and sad) need to be 

categorized in this paper, after removing the unnecessary data, 

there are 21005 training data and 5212 testing data. Figure 1 

shows the CNN built for emotion recognition by facial 

expression. It has three convolutional layers with MAX 

pooling layers and SAME padding. After the flattening 

process, there were 4608 neurons for the first layer of emotion 

classification. Then three FC layers were applied which have 

1000, 100 and four neurons accordingly. The four neurons at 
the output layer represented the four target emotions and the 

activation function used is SoftMax function. Then the model 

was compiled with the Adam optimizer, categorical cross 

entropy for the loss function because this is a multiclass 

classification and accuracy metrics. Callbacks such as early 

stopping, learning rate reducing and model checkpoint are 

applied to ensure the model will not overfit. 

While for audio data, a 1-dimension CNN was used, and 

the architecture is shown as Figure 2. The dataset used for the 

model training of emotion recognition by voice is the Ryerson 

Audio-Visual Database of Emotional Speech and Song 
dataset (RAVDESS), a validated multimodal database of 

emotional speech ang song. It consists of 24 professional 

actors whereas their genders are equivalent. Originally, the 

dataset contains 1440 total of speech and song of the seven 

emotions (angry, calm, disgust, fearful, happy, neutral, sad 

and surprise), but since only four emotions were needed in 

this paper, thus there are 672 final data left. Audio 

augmentation was applied as 672 data are insufficient for 

training and testing. Then, the audio data were loaded with 

Librosa library every 3 seconds and with a sample rate of 

44100 Hz. By using the function to calculate Mel-
Spectrogram provided by Librosa library, the feature 

extraction of Mel-Spectrogram was performed, and its 

amplitude was then converted to decibel to obtain the 

spectrogram. Finally, the spectrogram was averaged and 

combined with the emotions. There is a total of 259 features 

of Mel-Spectrogram obtained. Z-score normalization was 

applied, and the data were reshaped into three dimensions. 
 

 
Fig. 2  CNN for audio data 

III. RESULTS AND DISCUSSION 

The CNN of facial expression is able to achieve the 

accuracy of 62.9% while the CNN of voice achieves 82.3% 

accuracy. The charts shown in Figure 3 and Figure 4 proved 

that the models did not overfit because the training loss is 

close to the validation loss until the training process is 

completed. 
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Emotional recognition by facial expression can work 

accurately most of the time under normal lighting conditions 

with frontal face position [31]. From the face images cropped 

by the face detection algorithm in Figure 5, it is observed that 

the employee is currently happy and the result generated was 

also correct. Happy emotion has the highest percentage which 

is about 56%. 
 

 
Fig. 3  Model evaluation of CNN of facial expression 

 

 
Fig. 4  Model evaluation of CNN of voice 

 

Other than that, the model can successfully detect hidden 
emotions by the employee. As shown in Figure 6, it is 

observed that the employee is pretending to be neutral on her 

face, however, her voice is a little sad and shaking. In the right 

chart, sad emotions are detected with a lower percentage as 

the employee is only a little sad but not crying. Furthermore, 

the proposed methodology is able to recognize combination 

of emotions. As shown in Figure 7, the predicted recognition 

result is that the employee is having a combination of sad and 

angry emotions, which matches with the scenario of the input 

video. Only sad and angry have higher detection percentage 

comparing to happy and neutral emotions. However, the 
algorithm has some limitations too. First, some emotions by 

facial expression might be wrongly classified as displayed in 

Figure 8. After some investigation, it is believed that the false 

prediction is caused by some wrongly classified images in the 

dataset FER-2013. There are some images of smiling or 

laughing categorized in the neutral emotion. This can cause 

the model to confuse between happy and neutral emotions and 

thus producing the incorrect result. 

 
Fig. 5  Emotion recognition by facial expression of Happy.mp4. 

 

 
Fig. 6  Output of Neutral.mp4. 

 

 
Fig. 7  Result for combination of two emotions. 

 

 
Fig. 8  Happy face is classified as neutral of angry 

 

Other than that, louder voice tends to be wrongly classified 

as angry emotion while lower voice can be recognized as sad 

emotion. Some people could laugh until they have a shaking 

or broken voice, especially when they laugh out loud. This is 

because angry people tend to have a louder voice and sad 
people tend to talk with a lower tone. Since the Mel-
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spectrogram only extracts features of the voice and not 

content, this could possibly make the model classify 

incorrectly. 

Lastly, the emotion recognition by facial expression could 

not work well if the lighting condition is too dark or the face 

position is not frontal. As shown in Figure 9, the face images 

cropped out are very dark, thus losing useful information in 

the face region, causing the model unable to successfully 

recognize the correct sad emotion. 

 

 
Fig. 9  Result produced under dark lighting condition 

IV. CONCLUSION 

The proposed emotion recognition algorithm which 

integrated with two CNN prediction models to predict the 

emotions from facial expression by a 2-Dimension CNN with 

63% accuracy and voice by a 1-Dimension CNN with 82% 

accuracy are achieved. The experimented videos are all clean 

from the background music, environment noise and only 

contained of one's voice. The OpenCV ResNet SSD was 

selected due to its speed, accuracy, low rate of false positive 
detection and other aspects that perform the best among four 

face detection algorithms. Data augmentation, other feature 

selection of voice and transfer learning were also applied to 

find out the best combination to improve the algorithm's 

performance. Analysis was performed on the outputs based 

on the videos.  

Some limitations in this work have been discovered. Part 

of the cropped face regions might be darker or in shadow, 

resulting in the reduce in accuracy of the 2-Dimension CNN 

model. To improve this limitation, some visual information 

processing techniques such as adjusting the brightness of the 
cropped face regions if is below the threshold could be carried 

out. The algorithm's performance was reduced as there are 

possibilities to identify the incorrect emotions when the voice 

extracted was too high or too low. This could be improved by 

training a more accurate categorized dataset or combination 

of datasets.  
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