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Abstract—Cameras utilized for product defect detection in the production line of the manufacturing process create noise due to 

environmental changes such as camera angle and direction of light. This causes a lack of manufacturing process data and reduces the 

efficiency of anomaly detection. Therefore, it is necessary to produce a method that detects defects occurring in the production line and 

guarantees product quality and safety using anomaly detection technology combined with artificial intelligence. Therefore, this thesis 

proposes PatchCore-based anomaly detection using major object segmentation. The proposed method pre-processes product packaging 

data by using Green Channel thresholding, Major Connected Component Selection, Extracting Outer Contour, and FloodFill with 

Centroid. As for the pre-processed data main objects are masked, and the image data is segmented. Through PatchCore model, 

normality and anomaly detection results are binarily classified. In the performance evaluation, the accuracy is compared between the 

pre-existing anomaly detection method and the proposed method through the pre-/post-preprocessing data, and high performance is 

proven. The conventional method showed an accuracy of 0.7684, while our approach achieved an accuracy of 0.9784. Additionally, 

among the CNN models, VGG19 demonstrated an accuracy of 0.5833, and EfficientNet80 showed an accuracy of 0.7, both of which 

were lower than our method's accuracy. Therefore, even a small data set shows strong performance through the proposed method. The 

proposed method is expected to be utilized as an effective defect detection model in diverse fields.
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I. INTRODUCTION

In the manufacturing process, the field of defect detection 

combined with artificial intelligence is making rapid progress. 

In addition, attempts are being made to utilize automated 

image analysis through image detection equipment such as 

cameras [1], [2]. In particular, the product packaging process 

is an important stage for guaranteeing product safety and 

quality. Defects occurring in the production line of the 

product packaging process are threats to product safety and 

quality. Such defects must be detected and removed before 
final products are packaged and delivered to customers. To do 

so, anomaly detection technology combined with artificial 

intelligence plays an important role in the product packaging 

process. The pre-existing defect detection technology is 

mainly dependent on human experience and senses. Such a 

method is uneconomical and may cause human errors during 

classification. Recently, automated defect detection 

technologies have been studied along with machine learning 

and deep learning technologies [3]. Defect detection 

technology applies to diverse industrial fields. In particular, 

as far as the industrial field is concerned, defect detection is 

being commercialized in characterized fields such as defect 

detection in manufacturing, defect prediction in energy 
generation, and disease diagnosis in healthcare [4], [5]. 

Recently, studies are being conducted on defect detection 

based on anomaly detection [6]. Anomaly detection is a 

technology used to detect objects or events that malfunction 

or deviate from the normal patterns of a data set [7], [8]. 

Anomaly detection is used in diverse fields such as data 

mining, statistics, machine learning, and automated 

processes, and is useful for detecting data set anomalies and 

analyzing the cause of such anomalies. Anomaly detection 

mostly utilizes machine learning [9]. Machine learning 

utilizes a normal data set to enable model learning and 
determines whether new data is normal data or abnormal data. 

Anomaly detection utilizes unsupervised learning techniques 

[10]. Since unsupervised learning utilizes only normal data to 

enable model learning, it is suitable for detecting outliers 

distinguished from normal data. Anomaly detection is being 

utilized in diverse fields, such as manufacturing, security, and 

medicine [11]. 
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In manufacturing, anomaly detection detects anomalies or 

defects by monitoring the data generated while the automated 

process is properly performed [12]. Through such a process, 

anomaly detection plays a role in contributing to quickly 

detecting anomalies and taking action on a real-time basis 

[13]. Defective products are discovered through anomaly 

detection, and this decreases the risk of production 

suspension, product recall, etc. This process enhances process 

efficiency. However, anomaly detection experiences many 

difficulties in the industrial field. There is a data imbalance 
problem in that the volume of abnormal data is significantly 

smaller than normal data. In addition, diverse variable 

elements such as camera angle, the direction of lighting, and 

the lighting color exist in every environment. Therefore, 

anomaly detection is limited because it cannot be widely 

applied to diverse industrial fields [14]. Therefore, developing 

a widely applicable defect detection method capable of using 

a small volume of data to detect product defects is necessary. 

This study uses machine learning and deep learning 

technologies, and diverse pre-processing techniques are 

utilized to perform anomaly detection in the product 
packaging process. Through this, a small volume of data is 

utilized to improve accuracy. In addition, utilizing and 

applying the involved pre-processing techniques to other 

industrial process lines can be considered. Through this, 

defects occurring in the production line can be detected in 

real-time to guarantee product quality and safety. To evaluate 

the method proposed in this study, an evaluation is performed 

to evaluate the accuracy of the proposed method. The method 

proposed in this study makes contributions as follows. 

 The proposed pre-processing technique and PatchCore-

based anomaly detection can be utilized to resolve the 
data imbalance problem by obtaining high accuracy 

with a low volume of data, and the proposed technique 

and PatchCore based anomaly detection can be applied 

to actual industrial fields. 
 An anomaly detection technique that combines diverse 

pre-processing methods can be utilized and widely 

applied to industrial fields. 
 In manufacturing, it can promote the advancement of 

anomaly detection technology and enhance product 

safety and quality. 

II. MATERIALS AND METHOD 

As for most manufacturing process data, the volume of 

abnormal data is significantly smaller than that of normal 

data. In addition, diverse variable elements such as camera 

angle, light direction, and light color exist in every field [15]. 

Therefore, improving such data’s variable elements enables 

performance improvements. To do so, it is necessary to 

produce procedures for identifying the data types and utilizing 

adequate pre-processing methods. 
The process of PatchCore-based anomaly detection using 

major object segmentation proposed in this study is as shown 

in Fig. 1. For performance improvement purposes, the 

constructed method mainly consists of two stages: Major 

Object Area Segmentation and Create Segmented Area 

Image. In the first stage, main objects are segmented and 

masked through the stages of Green Channel thresholding 

[16], Major Connected Component Selection [17], Extracting 

Outer Contour [18], and FloodFill with Centroid [19]. In the 

second stage, the segmentation of image data is applied based 

on the regions masked in the first stage. Therefore, since a 

PatchCore-based algorithm receives the segmented images, it 

operates more effectively and obtains higher accuracy. 

 

 
Fig. 1  Process of PatchCore-based Anomaly Detection using Major Object 

Segmentation 

A. Major Object Area Segmentation 

The data used in this study is actual industrial field 

manufacturing process data. It consists of images of drug 

packaging boxes recorded on a conveyor belt. As for the data, 

images shot from two directions (product side view and top 

view images) constitute a pair. The data consists of a total of 

400 images consisting of 100 pairs of normal product images 

and 100 pairs of abnormal product images. Each pair consists 

of a side view image and a top view image and can be used in 
one-to-one correspondence. Fig. 2 shows side-view and top-

view images of normal data and abnormal data. In Fig. 2, it 

can be confirmed that the main color can be divided between 

the conveyor belt and the product. This exists as a difference 

in the color reflectivity of the conveyor belt and product. 

Through this, the main color ingredients per region of an 

image can be used to segment the object [20]. Fig. 3 visually 

shows the anomaly detection results obtained from the 

original data using a general model. 
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(a) Abnormal top image (b) Abnormal side image 
  

 
(c) Normal top image (d) Normal side image 

Fig. 2  Normal and Anomaly Images 

 

 
Fig. 3  Anomaly Heat Map of PatchCore with original data 

 

Fig. 3, it can be confirmed that abnormal anomalies 

existing in abnormal data are well detected. However, it can 

be confirmed that anomalies existing in normal data are 

detected as well. What is causing such results are as follows. 

First, learning the shade patterns generated underneath an 

object from a small data set is difficult. Second, considering 

the object's size, the image consists of excessively wide 
regions. To resolve this problem, separating the background 

by segmenting the main object is necessary. Fig. 4 shows the 

main color ingredient results per region of the image. 

 

 
Fig. 4  Visualization of Major Color Component 

 
In Fig. 4, the image’s color difference can be confirmed. 

Through this, basic segmentation is performed by 

thresholding the brightness value to adjust to the brightness 

value of the data. In this study, of the channels that construct 

the RGB color model, only the G channel’s brightness value 

is thresholded to 180. Then, the conveyor belt existing in the 

upper section of the image is partially segmented as well. To 

remove this, the main connected regions are selected. Then, 

to remove the label regions, such as the product name printed 

on the inside of the product, it is necessary to perform 

morphological region operation [21] and outer contour 

extraction. Morphological region operation may cause the 
following problems: not recording the entire product and 

damaging mask precision in a cropped image. Therefore, in 

this study, the outer contour extraction method is used. Then, 

a flood fill algorithm fills the inner region color along the 

outer contour. Fig. 5 shows the pre-processing process in 

which the upper area of the box serving as the main object is 

segmented from the original product image. 

 

 
Fig. 5  Result of each pre-processing processes 

 

Fig. 6 shows a masked image of the object divided through 

the pre-processing process. Fig. 6 (a) shows the side image’s 

segmentation mask, and Fig. 6 (b) shows the top image’s 

segmentation mask. Through Fig. 6, it can be confirmed that 

the image data enables successful product segmentation. 
 

  
(a) Side Image Segmentation Mask (b) Top Image Segmentation Mask 

Fig. 6  Result of segmentation masks 
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B. Create Segmented Area Image 

To improve the performance of PatchCore-based anomaly 

detection, it is necessary to generate segmented regions. The 

side image’s segmentation mask and the top image’s 
segmentation mask in Fig. 6 are utilized. As for the side 

image, the region extended downward from the previous 

mask to a distance equal to the height of the previous mask is 

segmented. Since the product region can be partially 

segmented when the segmentation is performed without 

leaving a margin, the image is segmented by setting a padding 

of 20px. As for the top image, it must be segmented into 

square shapes. This is because the image is modified into a 

square shape, and the ratio is randomly changed in the 

anomaly detection process. Therefore, the segmentation 

process segments the top image into square shapes. Fig. 7 
shows the segmentation results of the side image and top 

image. 

 

  
(a) Crop area without padding (b) Crop area with padding 

  
(c) Rectangular crop area (d) Square shaped crop area 

Fig. 7  Result of crop method for side and top product image 

 

When segmentation is applied by utilizing the coordinates 

of the generated segmentation mask, the final image is as 

follows. Fig. 8 shows the results of the segmented images. 

 

  
(a) Cropped side image (b) Cropped top image 

Fig. 8  Result of Cropped Images 

C. PatchCore based Anomaly Detection 

PatchCore-based anomaly detection is one of the 

technologies used to detect anomalies from visual data such 

as images [22]. PatchCore is mainly divided into two stages. 

In the first stage, normal data is utilized to extract and save 

features through CNN technology [23]. Feature extraction 

through CNN uses mild-level features instead of high-level 
features. The subsampling of features extracted from the mid-

level is performed [24]. The features reduced through 

subsampling are saved in the memory bank. In the second 

stage, the features of new input data are extracted. The 

distance of the extracted patch features is compared to the 

distance saved in the memory bank. The anomaly score is 

measured through the compared distances, and the anomaly 

status is determined. 

PatchCore is set as follows. First, Coreset-Subsampling is 

performed before saving the extracted features in the memory 

bank. The Coreset-Subsampling rate is set as 5%. Before the 

image is input into a model, the image is cropped to have 

measurements of 224 x 224. The accuracy is measured once 
the training is completed through 5-fold cross-validation [25]. 

Fig. 9 shows a process of a PatchCore-based anomaly 

detection model. 
 

 
Fig. 9  Process of PatchCore based Anomaly Detection 

 

Fig. 10 and Fig. 11 show the heat map of a normal image 

and an abnormal image, respectively, extracted through the 

model. 
 

 
Fig. 10  Heat Map of Normal Sample 

 

 
Fig. 11  Heat Map of Abnormal Sample 
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Unlike the experimental results obtained from the original 

data, the model could not detect anomalies in the normal 

image, and the overall heat map appears to be red. This is 

because a heat map relatively displays outliers and therefore 

appears to be red overall when no anomalies are detected in a 

particular area. On the other hand, the model detected 

anomalies in the abnormal image, and only the involved part 

appeared to be read. Through this, it can be confirmed that the 

model detects anomalies only in the abnormal image. 

III. RESULT AND DISCUSSION 

Data consists of a total of 400 images that form 200 pairs 

consisting of one side image and one top image each. 

Anomaly detection is performed for product defect detection, 

and anomaly detection refers to a machine learning-based 

binary classification method that is trained using normal data 

only. Therefore, the model is trained using 100 pairs of 

normal images. 
In the performance evaluation of the binary classification 

model, the accuracy, precision, and recall resulting from each 

random threshold value can be measured [26], [27]. As a 

performance evaluation index that does not have a random 

threshold value setting, the AUC-ROC (Area Under Curve – 

Receiver Operating Characteristic) can be utilized [28], [29]. 

The AUR-ROC is abbreviated and known as AUROC (Area 

Under the Receiver Operating Characteristic Curve). AUROC 

refers to the area under the ROC curve, a graph created by 

plotting the TPR (True Positive Rate) and FPR (False Positive 

Rate) points that are each specific to a particular threshold. 

The TPR and FPR are greatly influenced by how the 
evaluation data is constructed. Therefore, to be able to 

measure the AUROC of a product defect detection model 

accurately, the evaluation data set must be constructed to have 

normal data and abnormal data in a ratio of 1:1. To accurately 

measure the AUROC of this data set, the evaluation data set 

was assigned some of the 100 pairs of normal data. 

The evaluation data was assigned 20 pairs of normal and 

abnormal data, and the training data was assigned the 

remaining 80 pairs of normal data. The hardware consisting 

of Intel i9-10980XE, 128GB Memory, and NVIDIA GeForce 

RTX 3090 is used to do so. As for the software, the 
environment was configured using Python (Ver 3.9.7) and 

PyTorch (Ver 1.8.1) [30]. The results obtained from the 

anomaly detection performed using non-preprocessed 

original data and the results obtained through applying the 

technique proposed in this thesis are shown in Table 1. 

TABLE I 

RESULTS OF VARIOUS MODELS  

 Category AUROC 

CNN 
VGG19 0.5833 

EfficientNet80 0.7 

Vanilla 

PatchCore 

Top 0.5923 

Side 0.7871 

Top + Side 0.7684 

Ours 

Top 0.9098 

Side 0.9750 

Top + Side 0.9784 

 

Table 1 shows the experiment results. As for CNN, non-

preprocessed original data were learned by VGG19 and 

EfficientNet80 models. As for Vanilla PatchCore, non-

preprocessed original data was learned by a PatchCore based 

anomaly detection model. The heat map of the original data 

experiment is shown in Fig. 3. 

Table 1 shows the performance of this study. The measured 

AUROC was 0.9784, indicating that the result is excellent. In 

addition, it shows the results of a CNN model obtained from 

non-preprocessed original data. The VGG19 model showed 

an accuracy of 0.5833, and the EfficientNet80 model showed 

an accuracy of 0.7. By comparing the CNN and Standard, it 
can be confirmed that, when the original data is utilized, the 

PatchCore based anomaly detection model showed higher 

accuracy than the CNN model. Table 2 shows the accurate 

results obtained by merging two data types and utilizing one 

model. The combination is performed by learning the normal 

top images and normal side images simultaneously. 

TABLE II 

EXPERIMENTAL RESULTS WHEN MERGING DATA 

Category Accuracy Precision Recall 

SUM (TOP+SIDE) 0.905 0.846154 0.99 

 

Based on the results shown in Table 2, it can be seen that 

the recall is increased but that the precision is decreased. 

Instead of simply merging data, the probability can be drawn 

through each model, and the final classification results can be 

drawn through AutoML. Table 3 shows the accuracy results 

drawn through AutoML. The anomaly score is drawn, and the 

results are drawn through AutoML. 

TABLE III 

EXPERIMENTAL RESULTS WHEN MERGING WITH AUTOML 

Category Accuracy Precision Recall 

SUM 
(TOP+SIDE AutoML) 

0.9255 0.9103 0.9502 

 

Based on the results shown in Table 3, it can be seen that 

the recall was lower than that achieved through a simple 

merger, but the precision was increased, and overall accuracy 

increased. 

IV. CONCLUSION 

PatchCore-based anomaly detection is robust against cold-

class anomalies and performs effectively even when small 

data sets are utilized. However, its performance decreases 

depending on the characteristics of the data. The main reason 

for this problem is that the surrounding information is also 

learned as the objects are learned. In this study, to resolve 

such a problem, diverse pre-processing methods are applied. 

Through such an application, the accuracy performance was 

improved from 0.7684 to 0.9784. This shows that the pre-

processing methods removed the background and enhanced 
learning efficiency. Through this, while accepting the 

advantage that anomaly detection does not define the features 

of abnormal data, the features of anomaly-free normal data 

can be defined to detect abnormal data deviating from the 

defined features. In addition, when performing defect 

classification using a small data set of fewer than 500 images, 

a pre-trained deep neural network can be utilized to perform 

excellent performance in environments involving difficult 

data volumes. Through this, it is possible to perform effective 

anomaly detection even when a small data set is used, and this 
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can be utilized in diverse fields. In particular, it is possible to 

perform effective defect detection even when a small data set 

consisting of manufacturing processes is used, and it is 

possible to maintain product quality. Through this, it is 

possible to perform effective anomaly detection and defect 

classification regardless of the data set volume or type, and 

this can be utilized in diverse fields. 

In the future, it is scheduled to conduct a study to apply the 

proposed method to industrial data and other fields such as 

medical data. In addition, it is scheduled to conduct a study 
aimed at integrating the pre-existing two stages of region 

segmentation into one stage by improving the algorithm. In 

addition, it is scheduled to conduct a study to improve the 

performance of a PatchCore-based anomaly detection model 

by changing the deep neural network. 
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