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Abstract—This study aims to create learning media for 3D geometric shapes and colors for early childhood. Early childhood can enter 

3D objects into the device. Then, the device will mention and explain the shape and color of the object in question. As a contribution, 

this research provides a brief introduction and learning related to geometric shapes for early childhood. The method used is 

experimental. The hardware components of this system are Raspberry Pi 3, RPi Camera, PIR Sensor, 3.5inch LCD, and Speaker. 

Python, OpenCV, and TensorFlow Lite are used from the software side. OpenCV is used to detect colors. TensorFlow Lite is used to 

detect the shape of geometric objects. In this study, the model used is a custom model specifically for TensorFlow Lite, which was 

trained through Google Colab. This media has a learning mode and a question mode. In learning mode, early childhood only needs to 

insert objects into the learning media and will get information in the form of images and sounds related to the object. In question mode, 

the learning media will provide instructions and questions to enter objects with a specific color. After that, the learning media will 

determine whether the answer is right or wrong and give the score. The results of tests that cover both modes reach a success percentage 

of 100%, where this learning media can recognize and explain every shape and color of objects in both modes. 
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I. INTRODUCTION

This research aims to create learning media for 3D 
geometric shapes using the Raspberry Pi for early childhood. 
This must be done because it follows students' learning 
interests, called extrinsic interest [1]. This type of interest is 
required to support and complement intrinsic interest. With 
extrinsic interest, students acknowledge and identify an 
activity's value and find something that matches the interests 
and core values given[2]. A study also states that this can be 
improved and achieved by utilizing information technology 
and various media[3]. This interest needs to be maintained 
and improved because it directly relates to motivation, effort, 
and development[4]. So, in this study, an interactive learning 
media was made regarding learning the shape and color of 3D 
objects. 

Many studies related to learning media for geometry have 
been carried out. In 2019, a research made a geometry 
learning media[5]. However, the geometry learning media 
required supporting applications to display the slide shows, 
the quizzes displayed were still static, and the shapes 

introduced were limited to 2D shapes. Furthermore, another 
study created a geometry learning media that utilized 
augmented reality technology[6] and achieved its goal. 
However, its technology was a limitation because not all 
children have the devices to run the application. 

Subsequent research in 2019 also made learning 
applications using augmented reality technology specifically 
for the Android and iOS platforms[7]. However, the need for 
devices with high specifications cannot be owned by 
everyone, especially school children who are still at an early 
age. This is because the device needed is relatively expensive, 
such as laptops, PCs, or smartphones. In addition, it should be 
noted that a study states the effects of using augmented 
reality, where there will be a combination of virtual and real 
visuals for students that may cause confusion and difficulty 
navigating between reality and fantasy[8]. Another study in 
2020 made educational games about geometry learning[9]. 
However, this study only focuses on geometric shapes 
without explaining these forms. 

Based on the explanation above, it can be concluded that 
learning media related to pre-existing geometric shapes 
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requires relatively expensive devices, especially for 
augmented reality. Of course, this is the main limitation in 
terms of use. A study also mentions another limit regarding 
the ease of user interaction with augmented reality. The ease 
of user interaction with augmented reality is influenced by 
age, gender, and experience with augmented reality [10], [11]. 
On the other hand, the limitations from a technical point of 
view are the small screen display size, color brightness that 
will affect implementation, development costs, and 
considerable computing power[12]. Then apart from these 
things, one of the studies only focuses on games and requires 
smartphones. Therefore, it is necessary to have a geometry 
learning media that is affordable and easy to use but still able 
to provide learning related to it without sacrificing the essence 
of education, namely introducing geometric shapes. 

In this research, an interactive learning media can introduce 
3D geometric objects equipped with learning modes and 
question modes. The object's shape in this study is limited to 
5 forms (cube, cuboid, pyramid, sphere, octagonal) and colors 
(red, green, blue, orange, yellow) for each object. In learning 
mode, the learning media can recognize, name, and explain 
the shape and color of a 3D geometric object entered by the 
child into this learning media. In question modes, this learning 
media will ask questions and ask the child to place an object 
with the right shape and color into this learning media, which, 
in the end this learning media will determine whether the 
answer is right or wrong. If the answer is correct, the learning 
media will sound the correct answer and move on to the next 
question.  

Meanwhile, if the answer is wrong, this learning media 
repeats the question. If the answer delivered is still wrong up 
to 3 times, then this learning media will provide the correct 
answer both in image and sound form. After that, the learning 
media will continue to the next question, repeat this process 
until the last question, and give the number of points for the 
correct and incorrect answer.  

From the explanation above, the excess and drawback of 
this research can be explained. The excess of this research is 
that this interactive learning media does not require expensive 
devices, is easy to use, and all early childhood children in 
school can use it. The drawback of this research is that the 
object's shape is limited to five shapes and colors. Regardless 
of the excess and drawbacks of this learning media, this 
research contributes. One of its contributions is to educational 
needs. This learning media can be used in early childhood 
education to introduce 3D geometric shapes and colors as a 
step of extrinsic motivation. 

II. MATERIALS AND METHODS 
The method used in this study is an experimental method 

that involves diverse experiments [13]. Diverse experiments 
were carried out to get the desired results following the initial 
goal of making learning media that can recognize, mention, 
and explain the shapes and colors of 3D geometric objects for 
early childhood. Several stages of the process of this method 
can be described as shown in Fig. 1. 

A. Study of Literature 
At this stage, a study of related previous studies was held 

out as sufficiently as a search for supporting theories related 
to the devices that will be needed and used. Mainly, one of the 

results of this stage is the difference between this research and 
previous studies. Previous studies, especially in 2019, have 
used augmented reality technology [6], [7]. From an 
economic point of view, the devices used require relatively 
costly devices, so not all users can use them, and in other 
studies, the focus is on puzzle games only [9]. 

 

 
Fig. 1  The flow of research conducted using experimental methods 

 

In 2020, many other studies created learning media about 
this geometric shape. One of them is research that makes 
geometry learning media using augmented reality technology 
[14]. The researcher in that study also wrote down and 
acknowledged that many students had difficulties using the 
technology. Another study in 2020 also produced augmented 
reality learning media that did not have a question mode to 
measure students' understanding of geometric shapes [15]. In 
addition to these two studies, other studies in 2020 that 
produced augmented reality learning media used markers to 
run their applications [16]. However, the marker did not 
represent the 3D geometric shapes being studied, which could 
confuse students. 

In 2020, There was also research using web-based 
applications [17]. However, the main drawback of web-based 
applications was the large number of computer devices and 
high bandwidth costs for the application used on each device. 
Those weaknesses related to this study were demonstrated in 
research in 2020[18]. 

In general, it can be said that previous studies required 
relatively large development costs and expensive devices. 
From an economic point of view, this is a limitation to using 
this technology because not all students can afford the 
required equipment. In addition, the difference in the 
understanding level of users' ability to use the technology is 
an undeniable limitation. On the other side, several studies did 
not have the question mode to measure students' abilities 
independently. Meanwhile, one study only focused on puzzle 
games. 

B. Hardware and Software Design  
This section describes the design of the hardware and 

software. This hardware design includes block diagram, 
schematic, and mechanical designs. The software design 
contains the steps to create a TensorFlow Lite model on 
Google Colab and the program algorithm of the learning 
media made. The shape of the block diagram of this learning 
media is shown in Fig. 2.  
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Fig. 2  Block diagram of 3D geometric shapes and colors interactive learning 
media 

Based on the block diagram, it can be explained that there 
are three main parts, particularly the input, process, and output 
sections. The input section includes the Raspberry Pi 3 
Camera, PIR sensor, button, and button2. In the process 
section, there is a Raspberry Pi 3 as the primary brain of this 
system, and it contains OpenCV, TensorFlow Lite, and gTTS. 
There is a Raspberry Pi 3 LCD, USB Soundcard, and Speaker 
on the output. 

In this study, the Raspberry Pi 3B was used. Raspberry Pi 
3B is functioning as a mini-PC. It is supported with a GPIO 
port of 40 pins to interact with the outside world [19]. In other 
words, the Raspberry Pi 3B controls and monitors. In terms of 
random access memory, this type of Raspberry Pi has 1GB of 
RAM[20]. Button1 and Button2 are used to select the mode. 
Button1 selects learning mode, while Button2 selects question 
mode. The HC-SR501 PIR sensor module is used to detect 
movement when early childhood inserts objects into the 
learning media. The sensor module is commonly used to 
detect human movement[21]–[23]. The digital value form is 
the type of output generated from this module, where when it 
detects motion, it will issue a logic HIGH[21], [24]. This 
sensor module requires an input voltage of 5V DC to 
work[25]. In this case, the input voltage is obtained from the 
Raspberry Pi. When any motion is detected, the Raspberry Pi 
will start taking pictures from the camera. The camera used is 
Raspberry Pi Camera V2. The Sony IMX219 module camera 
has an 8MP image and video FPS of 200FPS[26]–[28].  

The image successfully captured through the camera will 
then be processed on the Raspberry Pi for shape recognition 
and color recognition. The object recognition process uses the 
TensorFlow library specifically for the Raspberry Pi, namely 
TensorFlow Lite. This open-source library can be used for 
computing cases, especially machine intelligence, and 
processed using data flow graphs [29], [30]. TensorFlow 
allows us to do the model training process quickly and has a 
fast compilation time. Another advantage of TensorFlow is 
that it is cross-platform and has a Python API [31], [32], so it 
fits the case of this study. After the object's shape has been 
recognized, the recognition results will be stored first into a 
variable and continued in the color recognition process. The 

color recognition process uses OpenCV. OpenCV is an open-
source computer vision library focusing on real-time 
applications [33], [34]. OpenCV has valuable tools for 
analyzing and processing images [35], [36]. Based on this, 
OpenCV is appropriate to be used in this case. The results of 
color recognition with OpenCV will be saved to a separate 
variable, which will then proceed to the output process in the 
form of sound related to the shape and color of objects.  

To produce sound, the Google Text to Speech (gTTS) 
library is used in the program. gTTS is a library that can 
convert text into sound form [37]. The conversion results in 
the form of sound will be issued through the speaker. 
Furthermore, specifically for the LCD, it will only actively 
issue images of geometric shapes on the problem model only 
when the child has answered incorrectly three times. The LCD 
used in this study is a 3.5-inch LCD specifically for the 
Raspberry Pi. The LCD used has a resolution of 480x320 
pixels[38]. After getting a suitable block diagram for this 
learning media, the next step is to make a schematic design 
that describes the shape of the electronic circuit of this 
learning media. The schematic form of this learning media is 
shown in Fig. 3. 
 

 
Fig. 3  Electronic schematic of 3D geometric shapes and colors interactive 
learning media 

From Fig. 3 it can be explained that the learning mode and 
question mode buttons are connected to GPIO4 and GPIO5 
using GPIO digital mode. The camera used is connected to the 
Raspberry Pi's CSI port. The output of the HC-SR501 PIR 
sensor will be read via the GPIO6 pin. The sound output from 
this device will be sent via a USB Soundcard and forwarded 
to the speakers. For display, a special Raspberry Pi LCD is 
used. It is connected via SPI pins and GPIO7, GPIO17, 
GPIO18, and GPIO25 pins. 

 
Fig. 4  Design of the placement of each component on the learning media 
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The following is a description of the component names of 
each numbering section in Fig. 4: 
1. Learning mode button 
2. Question mode button 
3. Left speaker 
4. Raspberry Pi Camera 
5. Raspberry PI 3B 
6. PIR Sensor 
7. Right Speaker 
8. Raspberry Pi LCD 

 
After completing the design of the required circuits, the 

next step is to design the mechanical form and determine the 
placement of all the components. An image of the design of 
this learning media is shown in Fig. 4. 

The following design section is software design which 
includes modeling and algorithm design. The model creation 
process used TensorFlow Lite specifically for the Raspberry 
Pi. Making this model using Google Colab. The procedures 
for making this model include:  
1. Installing the packages needed for TensorFlow Lite Model 

Maker on Google Colab, as shown in Fig. 5. 

 
Fig. 5  Installing Model Maker on Google Colab 

2. Import the required packages for the modeling process in 
Google Colab using several commands as shown in Fig. 6. 

 
Fig. 6  Importing the packages 

3. Taking custom datasets. The created dataset contains 300 
images of 3D geometric shapes, including pictures of 
cubes, blocks, spheres, pyramids, and octagonal with 
various colors. 80% of the data is train data, and 20% is 
test data, as shown in Fig. 7. 

 
Fig. 7  Load the dataset 

4. Choosing the model architecture to be used which in this 
case uses EfficientDet-Lite0 as shown in Fig. 8. 

 
Fig. 8  Choosing model architecture 

5. Conducting data training processes. Here was used epoch 
20, which means the training process takes 20 times as 
shown in Fig 9. 

 
Fig. 9  The process of training data 

6. Conducting model evaluation processes to evaluate the 
model against new data. The AP value was obtained at 
0.747406 in this process as shown in Fig. 10. 

 
Fig. 10  The process of Model Evaluate 
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7. Exporting the trained object into TensorFlow Lite format. 
The results of the process of making this model with the 
TensorFlow Lite extension are shown in Fig. 11.  

 
Fig. 11  Results of the TensorFlow Lite model creation in Google Colab 

After getting the model required to be implemented and 
used in the program, the next step is to create an algorithm for 
this learning media. This algorithm is written in text form to 
describe the flow of the program that runs on the learning 
media that is built. Here is the algorithm: 
1. Start 
2. Initialize variables and I/O pins 
3. Select mode 
4. Is the learning mode button selected? 
5. If yes, then: 

a. Do the learning mode process. 
b. Is the PIR sensor a HIGH value? 
c. If not, then return to point 5. b. 
d. If yes then proceed to point 5. e. 
e. Take a picture using the camera 
f. Converts the image from BGR to RGB to suit the 

needs of the TensorFlow Lite model 
g. Create a Tensor image object using the Vision API 

library from TensorFlow Lite 
h. Detect the shape of the object using the created model 

and save it to the shape variable 
i. Mark the shape of a recognized object 
j. Detect the color of the object using openCV and save 

the result to the color variable 
k. Are shape variables and color variables non-empty? 
l. If yes, then: 

 Make sounds related to shapes, colors, and short 
explanations using gTTS 

 Go back to the first section of the learning mode 
process at point 5. a. 

m. If not, repeat the process of capturing the image again, 
starting from point 5. e. 

6. If not, then proceed to point 7 
7. Is the question mode button selected? 
8. If yes, then: 

a. Do the question mode process. Randomize the 
questions. 

b. Read question number 1 
c. Is the PIR sensor a HIGH value? 

 If yes, return to 8. c. 
 If not, then carry out the process of recognizing the 

shape and color of objects as in point 5.e. up to 5. 
l. 

d. Do early childhood place objects with colors that 
match the correct questions/answers? 
 If yes, vote correct and, continue to the next 

question and increment the correct answer 
variable. 

 Otherwise, cast a wrong vote and increment the 
wrong answer variable to the corresponding 
number. 

e. Has it been wrong three times? 
 If yes, display the shape of the object in question 

on the LCD and explain, then move on to the next 
question 

 if not, cast a correct vote, move on to the next 
question, and increment the correct answer 
variable. 

f. Repeat the process 8. a to 8.d. until question number 
10 

g. Vote regarding the number of correct and incorrect 
answers and vote “thank you for studying and keep on 
increasing your enthusiasm for learning” using gTTS. 

9. If not return to point 3. 

C. Simulation 
The simulation process is carried out by simulating the 

program that has been made. This simulation is done through 
the terminal. This simulation includes program lines related 
to learning mode and question mode functions, sensor 
functions, image capture and recognition, LCD, and voice. 
The terminal generates text that corresponds to the type of 
function simulation performed. 

D. Implementation and Testing 
In this section, an overall test is carried out following the 

objectives and scenarios of the program where the learning 
media can recognize the shape and color of 3D geometric 
objects both in learning mode and in question mode. 

III. RESULTS AND DISCUSSION 
The physical form of the learning media and some of the 

3D objects made based on the initial objectives and all stages 
of the research are shown in Fig. 12. 

 

 
Fig. 12  Learning media of 3D geometric shapes and colors 

After all hardware and software have been successfully 
created, the next step is to carry out the testing process. The 
testing process is divided into several parts, namely the mode 

1714



testing process, the PIR sensor testing process for image 
capture activation, the testing process of learning mode that 
includes geometric object recognition and color and sound 
output testing, and the last testing is question mode. Tests on 
the select mode were done to test the function of switching 
modes between learning and question mode. Testing in select 
mode is carried out by the author. The author also tests the 
capture image features, which involve PIR sensors and 
cameras. Early childhood was involved in the learning and 
question-mode testing. In learning mode testing, testing is 
carried out to ensure that the tool can recognize the shape and 
color of objects and provide explanations according to the 
shape of the identified object. 

A. Testing Select Mode 
In this section, a mode selection test is carried out to see 

whether this learning media can immediately switch modes 
when a mode button is pressed. This mode switched 
immediately because the reading of the digital value on this 
pin uses the interrupt method. The testing for this select mode 
was carried out ten times. The results of the testing modes are 
shown in Table 1. 

TABLE I 
TEST RESULTS OF MODES FUNCTION 

Test 

No. 
Button1 Button2 

Learning 

Mode 

Question 

Mode 
Status 

1 LOW HIGH √ - valid 
2 LOW HIGH √ - valid 
3 HIGH LOW - √ valid 
4 HIGH HIGH - - valid 
5 HIGH LOW - √ valid 
6 LOW HIGH √ - valid 
7 LOW HIGH √ - valid 
8 HIGH LOW - √ valid 
9 LOW HIGH √ - valid 
10 HIGH LOW - √ valid 

 
The test results presented in Table 1 show that the learning 

media has been able to switch from learning mode to question 
mode and vice versa. The mode switching is indicated by a 
logical value of LOW that is read from Button1 (GPIO4) and 
Button2 (GPIO5).  

 

B. Testing PIR and Camera Function 
The following process is the image capture function testing 

involving the HC-SR501 PIR sensor and Raspberry Pi 
camera. This is intended to ensure that the camera actively 
captures pictures when the PIR sensor detects an early child's 
hand inserting a 3D geometric object into the learning media. 
The results of testing this function are shown in Table 2.  

TABLE II 
TEST RESULTS OF PIR DETECTION AND CAPTURE IMAGE 

Test No. PIR Camera Status 

1 LOW - valid 
2 HIGH √ valid 
3 HIGH √ valid 
4 LOW - valid 
5 LOW - valid 
6 HIGH √ valid 
7 LOW - valid 
8 HIGH √ valid 
9 LOW - valid 
10 HIGH √ valid 

Based on the results of the tests that have been carried out 
regarding the PIR and Camera function shown in table 2, it 
can be said that the testing of the image capture process is 
successfully carried out when the PIR sensor output is HIGH. 
All the result tests in this hardware function test have shown 
that this learning media has been running according to the 
scenario of the program created. 

C. Testing Learning Mode 
The testing process continues in the next section, namely 

the detection of the shape of geometric objects and their colors 
as part of the learning mode. At the same time, sound output 
testing is also carried out to ensure that the learning media 
produces an explication according to the object's shape that 
has been recognized. The testing process is done by 
debugging and displaying the results on the monitor screen to 
ensure that objects and colors are recognized successfully. 
The object's shapes and colors recognized will appear on the 
screen and be bordered with the form and color description 
above the border. Some of the display images during testing 
related to the shape of these objects and colors are shown in 
Fig. 13. 
 

   
(a) (b) (c) 

  
                 (d)             (e) 

Fig. 13  Sample objects and colors that have been recognized: (a) yellow 
cube; (b) red cuboid; (c) green pyramid; (d) orange sphere; (e) blue octagonal 

From Fig. 13 it can be seen that objects and colors have 
been recognized successfully. The testing process related to 
the object's shape and color recognition is done ten times for 
each object. All the results of the tests related to shape, color, 
and sound are shown in Table 3. 

TABLE III 
TEST RESULTS OF SHAPE AND COLOR DETECTION AND SOUND 

3D 

Geometric 

Object 

Output Shape and Color Detected 
Explanation 

with gTTS 1 2 3 4 5 6 7 8 9 10 

Red Cube √ √ √ √ √ √ √ √ √ √ √ 
Green 
Cube 

√ √ √ √ √ √ √ √ √ √ √ 

Blue Cube √ √ √ √ √ √ √ √ √ √ √ 
Orange 
Cube √ √ √ √ √ √ √ √ √ √ √ 

Yellow 
Cube 

√ √ √ √ √ √ √ √ √ √ √ 

Red 
Cuboid 

√ √ √ √ √ √ √ √ √ √ √ 

Green 
Cuboid 

√ √ √ √ √ √ √ √ √ √ √ 
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3D 

Geometric 

Object 

Output Shape and Color Detected 
Explanation 

with gTTS 1 2 3 4 5 6 7 8 9 10 

Blue 
Cuboid 

√ √ √ √ √ √ √ √ √ √ √ 

Orange 
Cuboid √ √ √ √ √ √ √ √ √ √ √ 

Yellow 
Cuboid √ √ √ √ √ √ √ √ √ √ √ 

Red 
Pyramid √ √ √ √ √ √ √ √ √ √ √ 

Green 
Pyramid 

√ √ √ √ √ √ √ √ √ √ √ 

Blue 
Pyramid 

√ √ √ √ √ √ √ √ √ √ √ 

Orange 
Pyramid 

√ √ √ √ √ √ √ √ √ √ √ 

Yellow 
Pyramid 

√ √ √ √ √ √ √ √ √ √ √ 

Red 
Sphere 

√ √ √ √ √ √ √ √ √ √ √ 

Green 
Sphere 

√ √ √ √ √ √ √ √ √ √ √ 

Blue 
Sphere 

√ √ √ √ √ √ √ √ √ √ √ 

Orange 
Sphere 

√ √ √ √ √ √ √ √ √ √ √ 

Yellow 
Sphere 

√ √ √ √ √ √ √ √ √ √ √ 

Red 
Octagonal 

√ √ √ √ √ √ √ √ √ √ √ 

Green 
Octagonal √ √ √ √ √ √ √ √ √ √ √ 

Blue 
Octagonal √ √ √ √ √ √ √ √ √ √ √ 

Orange 
Octagonal √ √ √ √ √ √ √ √ √ √ √ 

Yellow 
Octagonal 

√ √ √ √ √ √ √ √ √ √ √ 

 
The test results presented in Table 3 are part of the learning 

mode. Table 3 shows that the learning media successfully 
recognizes all shapes and colors of geometric objects like 
cubes, cuboids, pyramids, spheres, and octagonal. In addition, 
learning media can produce output in the form of sound 
regarding shapes, colors, and a brief explanation of the 
object's shape recognized. 

D. Testing Question Mode 
The next test is a question mode test. The learning media 

gives ten questions to early childhood that are taken randomly 
from 25 inquiries stored in it. This test is intended to see if 
this question mode is running according to the program 
scenario that has been made. If the answer is correct, the 
process will continue to the next question. However, if the 
answer is incorrect, the learning media will repeat the 
question up to three times. The test results for this mode are 
shown in Table 4. 

TABLE IV 
TEST RESULTS OF QUESTION MODE 

Test 

No. Question 
Answer 

Repeat 

Question 

Sound 

and 

LCD 

Status 
T F 

1 Which is the red 
cuboid? please 
select and enter 
into the tool 

√ - - - valid 

2 Which is the red 
cube? please select 
and enter into the 
tool 

- √ √ - valid 

3 Which is the red 
cube? please select 
and enter into the 
tool 

√ - - - valid 

Test 

No. Question 
Answer 

Repeat 

Question 

Sound 

and 

LCD 

Status 
T F 

4 Which is the 
orange sphere? 
please select and 
enter into the tool 

√ - - - valid 

5 Which is the 
orange pyramid? 
please select and 
enter into the tool 

 - √ - valid 

6 Which is the 
orange pyramid? 
please select and 
enter into the tool 

 - √ - valid 

7 Which is the 
orange pyramid? 
please select and 
enter into the tool 

 - √ √ valid 

8 Which is the blue 
octagonal? please 
select and enter 
into the tool 

 √ - - valid 

9 Which is the 
yellow cube? 
please select and 
enter into the tool 

 √ - - valid 

10 Which is the red 
sphere? please 
select and enter 
into the tool 

 √ - - valid 

 
The test results in Table 3 show that when early childhood 

puts the correct 3D geometric object into the learning media, 
the learning media will continue the process to the next 
question. This can be seen in questions points 1 to 2, questions 
point 3 to 4, and questions point 8 to 10. 

Furthermore, at question points 2 to 3, it appears that the 
learning media succeeded in repeating the question when the 
answer was incorrect. The following case is when there are 
three wrong answers, which can be seen in question points 5 
to 7. The learning media successfully repeats the question up 
to 3 times and then gives the correct answer through sound 
and images on the LCD. From the results of this test, it can be 
concluded that this learning media can randomize the 
questions given, determine correct and incorrect answers, 
repeat questions up to 3 times when the answers are wrong, 
and provide the correct answers in the form of sound and 
images. 

From all the test results shown in Table 1, Table 2, Table 
3, and Table 4, it can be concluded that this learning media 
has achieved the desired goals and is running well according 
to the program scenario that has been made. The learning 
media can run in learning and question mode. The learning 
media can recognize all shapes and colors of 3D objects 
entered into the learning media. It can be used by every child 
easily because it only needs to insert objects into the learning 
media. In other words, the child will be invited to move and 
act to learn. This is in line with the related statement to avoid 
the combination of virtual and real visuals that might confuse 
children[8]. In other studies, it requires equipment that is 
expensive not only in development but also equipment and 
will be tricky to use by early childhood [6], [7], [14]–[16], and 
one of the studies only focuses on puzzle games and requires 
a smartphone [9]. 
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IV. CONCLUSION 
The 3D geometric shape and colors interactive learning 

media has been running well with a 100% success percentage, 
as seen from all the tests that have been carried out following 
the initial objectives and program scenarios, where this 
learning media can already run learning mode and question 
mode. In addition, this learning media has recognized the 
shape of 3D geometric objects and their colors. The learning 
media has also succeeded in providing a sound output related 
to the shape of the object, the color, and a brief explanation of 
the object. For further development, other geometric shapes 
and colors may be added. 
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