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Abstract— A landslide susceptibility mapping is essential for landslide hazard mitigation to reduce the associated risk. This paper aims 

to present the results of the landslide susceptibility modeling in the Citarik sub-watershed using three bivariate statistical-based 

methods, i.e., frequency ratio (FR), information value (IV), and weight of evidence (WoE). The main objective of this study is to evaluate 

the significance of the threshold of the area under curve (AUC) value in parameter selection. In this study, 118 landslide pixels were 

compiled from Google Earth images, unmanned aircraft vehicle (UAV) aerial photos taken just after the landslide, official landslide 

reports, and field observation. Thirteen landslide causative factors were prepared in Geographic Information System (GIS) 

environment, derived from various satellite images and maps. The landslide data were divided into two groups, 70% of data as training 

data and the rest as test data. Two scenarios that involve a different number of parameters were compared to explain the threshold of 

the AUC value in parameter selection and model accuracy. The result of this study shows that the AUC value threshold of 0.6 for 

parameter selection cannot be applied in all cases, and the performance of both two scenarios was excellent in assessing landslide 

susceptibility in this study area. Those three landslide susceptibility zonation maps of the best scenario showed that the sub-watershed's 

northern, northeastern, south-eastern, and southern parts were under high to very high susceptibility to landslides, including the 

Cimanggung area where a recent deadly double landslide occurred.  
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I. INTRODUCTION

A devastating double landslide occurred in the village of 

Cihanjuang in Cimanggung District, Sumedang Regency, 

West Java Province, Indonesia, in January 9, 2021 [1]. The 

National Disaster Management Agency (BNPB) reported that 

the landslide caused 40 people dead. The first slope failure 

occurred at 4 pm (GMT+07:00). The subsequent landslide hit 

the same site about three hours later while some rescue 

personnel evacuated the victims. Fig. 1 shows the aerial photo 

of post-disaster conditions taken by the unmanned aircraft 
vehicle (UAV) a week after the landslide.  

As shown in Fig. 1, the landslide area can be classified into 

three parts, i.e., source area, flow tracking, and depositional 

area. Although most of the flow track is an unbuilt-up area, 

the run-out zone is located with a settlement area. Therefore, 

the landslide caused many casualties. In addition, the 
landslide also caused damages to some houses located in the 

main landslide scarp. 

The 2021 deadly double landslide should increase 

awareness of the dangers of landslides. Therefore, this study 

aims to generate a landslide susceptibility map for the Citarik 

sub-watershed, a location where the deadly landslide occurred. 

The landslide susceptibility mapping (LSM) is an initial effort 

to mitigate landslide hazards [2], [3]. This mapping is on a 

medium scale in which there are two widely used models, i.e., 

expert-driven and data-driven models, while the physical and 

deterministic models are the most suitable for a single 
landslide large-scale mapping [4], [5]. Therefore, to avoid 
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subjectivity aspects as much as possible in the medium-scale 

mapping, data-driven was used in this research [6], [7].  

 

 

Fig. 1 The post-deadly landslide condition on the unmanned aircraft vehicle 

(UAV) aerial photos 

 

Two methods, namely statistical- and machine learning-

based models, have been extensively used for LSM. Those 

methods were more frequently used and developed due to the 

increasing availability of remote sensing data as the main 

contributor to landslide inventory data supported by 

information technology developments [8]–[11].  

Frequency ratio [7], [12]–[14], information value [12], [15], 
[16], and the weight of evidence [17]–[20] are some bivariate 

statistics-based methods. Meanwhile, logistic regression [13], 

[21]–[23] and probit regression [17] are multivariate 

statistics-based methods. Besides, the methods based on 

machine learning are abundant and highly developed recently, 

e.g., artificial neural network [21], [24], decision tree [25], 

[26], support vector machine [27], and random forest [25], 

[28], [29]. However, no method is extraordinary and highly 

recommended because of its accuracy level [20], [30]. 

Therefore, many researchers used any methods to generate 

landslide susceptibility mapping [13], [25].  

This paper aims to demonstrate the application of three 
bivariate statistical-based methods, i.e., frequency ratio (FR), 

information value (IV), and weight of evidence (WoE) for 

landslide susceptibility mapping in the Citarik sub-watershed 

area where the 2021 deadline double landslide occurred. The 

selected statistical methods are considered straightforward 

[22] and can be executed easily within a Geographic 

Information System (GIS) environment. While some previous 

studies have focused on a comparative study of those three 

methods using a point-based landslide inventory map [15], 

[31], this current study used the polygon-based inventory map 

because it is more representative than the point-based one [20], 

[32], [33]. 

Some previous studies on the bivariate statistical-based 

modeling used a parameter selection [6], [15], [18], [19], 

[34]–[36] and among others did not [37]. Parameter selection 

is an important step in removing insignificant parameters, 

making modeling more efficient and accurate [18]; therefore, 

this study was designed to apply parameter selection. The use 

of the threshold of the area under curve (AUC) value for 
landslide parameter selection was used by some previous 

studies [19], [34], [36]. They inferred that AUC values less 

than 0.6 were poor in predicting landslide occurrence, 

referring to the AUC value classification stated by a previous 

study [38]. In other words, a parameter with an AUC value 

less than 0.6 shows that there is no adequate spatial 

relationship between the related parameter and the landslide 

occurrences. They did not involve parameters with the AUC 

value less than 0.6 in the modeling [19], [34], even parameters 

with the AUC values slightly above 0.6, i.e., distance to the 

river and land cover with the AUC values of 0.612 and 0.606, 
respectively [36]. 

The use of the AUC value threshold in parameter selection 

is interesting, but it leaves a question, whether the threshold 

value of 0.6 is requisite or not. Therefore, the main objective 

of this current study was to investigate the effect of the AUC 

value threshold of 0.6 in landslide parameter selection for 

accurate modeling with bivariate statistical methods. 

II. MATERIAL AND METHOD 

A. Study Area  

The Citarik sub-watershed was chosen as this study area. It 

has an area of 268.66 sq km. It is a sub-watershed of Bandung 

Basin, located in the eastern part of the basin. The study area 

is located at 107.70o–107.95oE and 6.91o–7.13oS, including 

some sub-districts, e.g., Cimanggung, Rancaekek, Cicalengka, 

Nagrek, Cikancung, and Majalaya. Mt. Guntur borders the 

sub-watershed in the south and Mt. Kerenceng in the north 

(Fig. 2).  

The area's altitude ranges from 657 to 1,917 m above the 

mean sea level. The slopes vary from 0o to 54o or 0% to 138%. 

The study area consists of several geomorphology units. The 
rough terrain is dominated by volcanic forms, e.g., an ancient 

volcanic cone, a parasitic young volcanic cone, and a young 

volcanic cone. Meanwhile, the geomorphological unit in the 

flat area is the fluvio lacustrine plain. In the study area, 

volcanic products dominate lithological units at high altitudes, 

and lake deposits are found at lower altitudes. This study 

area's average annual rainfall (2010 – 2019) gradually 

increased from the southern part to the northern part. In the 

period, the site of 2021 deadly landslide had a high rainfall. 
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Fig. 2 The map of the study area (the Citarik sub-watershed) 

 

B. Data and Research Methodology 

The Geospatial database for this landslide susceptibility 

mapping (LSM) study involved a polygon and point-based 

landslide inventory data and thirteen landslide causative 

factors, i.e., elevation, slope (%), aspect, slope curvature, 

distance to rivers, river density, lithology, geomorphology, 

peak ground acceleration (PGA), rainfall, distance to roads, 

road density, and vegetation index (NDVI: normalized 
difference vegetation index). The inventory map consisted of 

old landslides and landslides that just happened in 

Cimanggung, Sumedang. The landslide inventory is a 

fundamental step to assess landslide susceptibility, which 

contains information about the location and timing of 

landslides [14], [39].  

The inventory map was compiled from UAV (unmanned 

aircraft vehicle) aerial photos and a time series of Google 

Earth imageries, supported by an official landslide report and 

a field survey. The mix of polygons and points because of the 

difference in the size of the landslides. Small landslides which 
were unrecognized in the imageries were represented as 

points. The inventory map in this study represents the source 

area of landslides [40]. Similar to landslide causative factors, 

the landslide inventory map was also prepared as a raster map 

with a pixel size of 8.35, referred to as the pixel size of the 

used DEM (data elevation model). The total of landslide 

pixels was 118 pixels, in which 24 landslide pixels were 

derived from landslide points, and 94 landslide pixels were 

converted from landslide polygons. For LSM modeling, 70% 

(83 pixels) of the landslide pixels was used as modeling, and 

the rest (35 pixels) was used for validation. This ratio was 

most widely applied in previous LSM studies [11], [39], [41]. 

Various sources of data were used for deriving landslide 

causative factors. The topographical map from the Geospatial 

Information Agency with a map scale of 1:25,000 was used to 

obtain some parameters: distance to roads, distance to rivers, 

road density, and river density. The geological and 

geomorphological maps published from Geological Agency 

were used to obtain lithological and geomorphological maps. 

The peak ground acceleration (PGA) map published by 
Geological Agency was used here. The digital elevation 

model, namely DEMNAS (Seamless digital elevation model 

and National bathymetry) with a pixel size of 8.35, was used 

to derive elevation or altitude, slope, aspect, and slope 

curvature parameters.  

Similar to [10], NDVI was extracted from Sentinel-2 

satellite imagery (provided by the European Space Agency). 

Two bands of Sentinel-2: band-8 representing the Near-Infra 

Red (NIR) band and band-4 representing the Red band, 

acquired in 2019, were used to obtain NDVI in this study. 

Regarding the rainfall variable, it was derived from 

PERSIANN-CCS (Precipitation Estimation from Remotely 
Sensed Information using Artificial Neural Networks - Cloud 

Classification System), which is a real-time global high 

resolution (4km x 4km) satellite precipitation product 

developed by the Center for Hydrometeorology and Remote 

Sensing (CHRS) at the University of California (UCI). 

Similar to [22], [42], this study used mean annual rainfall data 

to describe rainfall patterns across the study. The 2010-2019 

average annual rainfall per pixel from the PERSIANN-CCS 

data was interpolated using the Kriging interpolation method. 
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Fig. 3 Maps of landslide causative parameters for the study area 
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Most of these variables are continuous data, and the rest are 

categorical data, i.e., lithology, geomorphology, and PGA. 

Since the bivariate statistical analysis requires categorical 

data, it is necessary to classify the continuous data. Therefore, 

some of the continuous data were classified. The manual 

classification method was applied to the slope (%), aspect, 

slope curvature variables. The slope (%) data were classified 

using Van Zuidam’s classification into seven classes [43]. 

The aspect data were classified into ten classes, and the 

curvature was classified into three classes, i.e., flat, concave, 

and convex. Some previous studies used such a curvature 
classification [6], [7], [35], [37]. Meanwhile, the quantile 

classification method was applied to the rest, i.e., elevation, 

distance to rivers, river density, rainfall, distance to roads, 

road density, and vegetation index (NDVI). All classified 

parameter maps can be seen in Fig. 3. 

Three bivariate statistical-based methods, namely 

frequency ratio (FR), information value (IV), and weight of 

evidence (WoE), were used for mapping the landslide 

susceptibility of the Citarik sub-watershed. Frequency ratio 

(FR) is the most simple and popular bivariate statistical-based 

method for LSM. It calculates the ratio between landslide 
density in each class with landslide density in the study area 

[7], [12]–[14]. The information value (IV) model is a product 

of a natural log of FR, which is similar to the statistical index 

(SI) model [12], [15], [44]. 

WoE is a bivariate statistical method based on the Bayesian 

probability model based on evidence. It has been used to 

model mineral potency and adopted for landslide 

susceptibility modelling [45]. Positive weights or true-

positive (W+) and negative weights or true negative (W-) are 

used to assess susceptibility. W+ is a location predicted as a 

susceptible area, and that is true. Conversely, W- is a location 
predicted as a safe area from a landslide, and that is true. The 

algorithms for obtaining WoE are given in equations 1-3 [19], 

[45]. 

 W� =  ln �� 	

� �
 
 (1) 

 W� =  ln �� 	

� �
 
 (2) 

 WoE =  W� − W� +  ∑W� (3) 

where: 
W+ = true-positive, W- = true-negative 

ƩW- = total of W- 

A = landslide pixels in an observed class 

B = landslide pixels in the study area 

C = non-landslide pixels in an observed class 

D = non-landslide pixels in the study area 

E = landslide pixels outside of the observed class 

F = non-landslide pixels outside of the observed class 

Frequency ratio (FR), information value (IV), and weight 

of evidence (WoE) methods were performed to assign the 

weight for each class of all involved parameters [15], [19], 

[20]. It represents the level of landslide probability [6], [7]. 

The landslide susceptibility map of FR, IV, or WoE is 

represented as an index map, namely landslide susceptibility 

index (LSI), derived from the sum of the related weights of 

all the factors involved, as shown in equation 4 [6]. The 

weight is the probabilistic value of each method of all used 

thematic layers (n). LSI varies from the lowest to the highest 
values representing the probability of landslides, the higher 

the value, the higher the probability of landslides. 

 LSI =  ∑ the weight� !"  (4) 

In this study, the receiver operating characteristics (ROC) 
curve analysis was conducted to assess (1) the level of 

significance of each parameter in controlling landslide [19], 

[34], [36] and (2) the validation of the models [2], [28], [46]. 

ROC curve analysis yields the curve and the area under curve 

(AUC) value. The ROC curve is a graphical plot that shows 

the false positive values (1-specificity) in the X-axis and the 

true positive values (sensitivity) in the Y-axis. The AUC 

values vary between 0.5 (random assignment) and 1 (ideal 

prediction) [15], [29], [37], [47], [48]. In more detail, the 

AUC value can be classified into five classes, i.e., 0.5 – 0.6 

(bad), 0.6 – 0.7 (moderate), 0.7 – 0.8 (good), 0.8 – 0.9 (very 

good), and 0.9 – 1 (excellent) [38], [49]. The true positive 
values (Y-axis) are obtained from the cumulative landslide 

occurrence (in %). Meanwhile, the false-positive values (X-

axis) were obtained from the cumulative weight rank of a 

related factor (in %) for validating landslide causative factors 

or were obtained from the cumulative LSI rank (in %) for 

validating the landslide susceptibility models [48]. The 

formula of AUC is defined in equation 5 [19], [45]. 

 #$% =  ∑ ('()(!* −  '(�"),( −  -(./�./01)(2/�2/01)
3 4 (5) 

where: 

xi = percentage of area, yi = percentage of landslide area 

The AUC values of landslide causative factors were used 

for parameter selection. Parameter selection is a step that 

should be taken before modeling is conducted for more 

efficient and accurate modeling [6]. Some previous studies 

used the AUC value of 0.6 as a threshold value in the 

parameter selection; in other words, parameters with an AUC 

value less than 0.6 are not involved in modeling [19], [34], 

[36]. In this study, two modeling scenarios that involve a 
different number of parameters were performed to evaluate 

the use of the AUC threshold value of 0.6. The methodology 

of this study can be summarized in the following flow chart 

(Fig. 4). 
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Fig. 4 Flow chart of the research methodology 

 

III. RESULT AND DISCUSSION 

Three bivariate statistical methods, namely frequency ratio 

(FR), information value (IV), and weight of evidence (WoE), 

were applied to evaluate landslide susceptibility in this study 

area. Each class of all parameters was assigned with the 
weight based on the three methods, representing their related 

probability to landslides. TABLE I presents the spatial 

relationship between landslides and thirteen landslide 

causative factors. From this table, the elevation class of 

1,058.01 - 1,228 m has the highest FR value of 4.290. The 

value significantly stands out compared to other classes. The 

FR value of higher than 1 indicates that the class has a high 

probability of landslides [6]. The low-elevation ranges of the 

study area have the lowest probability of landslides, i.e., 

classes of 657 - 667 m and 667.01 - 675 m with the same FR 

value of 0.012. Similar to FR, the highest probability of 
landslide using IV and WoE occurred in the elevation class 

ranging from 1,058.01 to 1,228 m above sea level. 

For the slope factor, the highest value of FR is the steepest 

slope, i.e., class of 70.01 - 138.31 % (35 - 54.13o). The slope 

class above 35o has the highest landslide probability for the IV 

model, but it is different for WoE. The highest probability of 

landslides according to the WoE model occurs in the range of 

30.01 - 70 % (16.7 – 35o). Four classes of gentle slopes have 

a low probability of landslides with values of less than zero. 

Many previous studies also showed that the gentle slopes 

were associated with low FR values because they have less 

shear stress [6], [7], [15], [50]. 

The models show that the southwest-facing slopes have the 

highest probability of landslides in the slope aspect parameter, 
with the FR, IV, and WoE values being 2.907, 1.067, and 

1.323, respectively. Conversely, north-facing slopes have the 

lowest probability for all those models, as shown by the FR 

value of less than 1, even close to zero. In contrast, the values 

of IV and WoE for the north-facing slopes are negative, as 

shown in TABLE I. Similar interpretations for other landslide 

causative factors can be made from all weight values shown 

in TABLE I. 

TABLE I  

THE SPATIAL RELATIONSHIP BETWEEN LANDSLIDES AND THE 13 CAUSATIVE 

FACTORS BY USING FR, IV, AND WOE 

Parameters Ʃ pixels 

Ʃ 

landsl

ide 

pixels 

FR IV WoE 

Elevation (m)      

657 – 667 553005 0 0.012 -4.431 -4.771 

667.01 – 675 474351 0 0.012 -4.431 -4.748 

675.01 – 714 473089 1 0.109 -2.217 -2.521 

714.01 – 817 473049 16 1.565 0.448 0.343 

817.01 – 898 472417 4 0.401 -0.915 -1.182 

898.01 – 1.058 471509 7 0.694 -0.366 -0.595 

1,058.01 – 1,228 472213 44 4.290 1.456 1.884 
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1,228.01 – 1,917 467163 11 1.093 0.089 -0.085 

Slope (%)      

0 – 2 590097 0 0.012 -4.431 -5.662 

2.01 – 7 707583 0 0.012 -4.431 -5.698 

7.01 – 15 789680 0 0.012 -4.431 -5.724 

15.01 – 30 951645 6 0.301 -1.199 -2.472 

30.01 – 70 787823 73 4.266 1.451 2.207 

70.01 – 138.31 29968 4 6.140 1.815 0.789 

Aspect      

Flat (-1) 719954 1 0.076 -2.581 -2.873 

North (0°to 22.5°) 172494 0 0.012 -4.431 -4.576 

North east (22.5° to 

67.5°) 
361726 2 0.266 -1.325 -1.498 

East (67.5° to 

112.5°) 
222725 5 1.043 0.042 -0.055 

South east (112.5° to 

157.5°) 
272623 7 1.191 0.175 0.090 

South (157.5° to 

202.5°) 
398105 21 2.434 0.889 0.970 

South west (202.5° 

to 247.5°) 
523428 33 2.907 1.067 1.323 

West (247.5° to 

292.5°) 
463535 13 1.300 0.262 0.204 

North West (292.5° 

to 337.5°) 
525338 1 0.099 -2.310 -2.542 

North (337.5° to 

360°) 
196868 0 0.012 -4.431 -4.582 

Distance to rivers 

(m) 
     

0.00 – 15.75 327156 7 0.994 -0.006 -0.098 

15.76 – 43.3 634056 8 0.591 -0.526 -0.694 

43.31 – 70.85 500012 2 0.196 -1.632 -1.836 

70.86 – 98.41 461626 1 0.111 -2.195 -2.400 

98.42 – 137.77 548263 4 0.347 -1.059 -1.253 

137.78 – 185.01 475206 35 3.394 1.222 1.541 

185.02 – 267.67 468619 15 1.482 0.393 0.371 

267.68 – 1,003.76 441858 11 1.155 0.144 0.073 

River density      

0.0000 – 0.0017 480313 2 0.203 -1.594 -1.844 

0.0018 – 0.0021 491593 7 0.666 -0.407 -0.597 

0.0022 – 0.0024 486002 12 1.146 0.136 0.014 

0.0025 – 0.0027 476855 2 0.204 -1.587 -1.836 

0.0028 – 0.0031 502344 4 0.378 -0.974 -1.206 

0.0032 – 0.0034 482495 11 1.059 0.057 -0.077 

0.0035 – 0.0038 468372 4 0.404 -0.906 -1.128 

0.0039 – 0.0054 468822 41 4.027 1.393 1.793 

Lithology      

Lake deposits 
150525

7 
1 0.042 -3.160 -3.811 

Lava 131889 4 1.404 0.340 0.182 

Old volcanic 

products, lava 
97459 2 0.954 -0.047 -0.221 

Undifferentiated 

young volcanic 

products 

516787 13 1.167 0.154 0.008 

Undifferentiated 

Guntur-Pangkalan-

Kendang Volcanic 

406095 49 5.552 1.714 2.309 

Undifferentiated 

Sangianganjung 

Volcanic 

14242 0 0.012 -4.431 -4.607 

Mandalawangi-

Mandalagiri 

Volcanic 

631339 11 0.812 -0.208 -0.417 

Undifferentiated old 

volcanic product 
538226 3 0.268 -1.317 -1.602 

Undifferentiated old 

volcanic product, 

breccia 

15502 0 0.012 -4.431 -4.607 

Geomorphology      

Fluvio lacustrine 

plain 

121488

6 
1 0.050 -2.990 -3.542 

Parasitic young 

volcanic cone 
136807 2 0.691 -0.369 -0.570 

Lava fan 205428 10 2.274 0.822 0.706 

Ancient volcanic 

crater bottom 
23045 9 18.159 2.899 2.819 

Ancient volcanic 

cone 
908475 49 2.518 0.924 1.365 

Debris slope 32188 0 0.012 -4.419 -4.617 

Young volcanic 

cone 

112919

9 
11 0.465 -0.766 -1.156 

Ancient volcanic 

foot slope 
206768 1 0.237 -1.441 -1.673 

PGA (Gal)      

0.27 – 0.28 281275 0 0.012 -4.431 -4.627 

0.26 – 0.27 
143526

3 
42 1.355 0.304 0.419 

0.25 – 0.26 
131301

2 
33 1.166 0.153 0.121 

0.24 – 0.25 667468 8 0.562 -0.576 -0.785 

0.23 – 0.24 159778 0 0.012 -4.431 -4.594 

Rainfall (mm/year)      

3,528.21 – 3,652.39 478457 50 4.810 1.571 2.080 

3,652.4 – 3,708.47 490140 8 0.761 -0.273 -0.573 

3,708.48 – 3,788.59 495365 2 0.197 -1.623 -2.001 

3,788.6 – 3,908.76 480558 1 0.107 -2.231 -2.617 

3,908.77 – 4,052.97 488760 1 0.106 -2.246 -2.634 

4,052.98 – 4,217.21 476838 3 0.301 -1.201 -1.562 

4,217.22 – 4,349.4 475454 14 1.364 0.310 0.096 

4,349.41 – 4,549.68 471224 4 0.402 -0.912 -1.259 

Road density      

0.00000 – 0.00082 471810 4 0.401 -0.913 -1.043 

0.00083 – 0.0017 473651 9 0.884 -0.123 -0.188 

0.00171 – 0.00252 476044 13 1.266 0.236 0.225 

0.00253 – 0.00307 484437 22 2.097 0.741 0.863 

0.00308 – 0.00351 477297 0 0.012 -4.431 -4.610 

0.00352 – 0.00406 524879 3 0.274 -1.293 -1.451 

0.00407 – 0.00472 482570 23 2.200 0.789 0.928 

0.00473 – 0.01399 466108 9 0.898 -0.107 -0.170 

NDVI      

-0.15 – 0.21 470183 8 0.793 -0.232 -0.279 

0.22 – 0.31 483236 3 0.297 -1.214 -1.329 

0.32 – 0.38 474944 5 0.495 -0.703 -0.790 

0.39 – 0.43 507794 10 0.916 -0.088 -0.119 

0.44 – 0.48 498221 13 1.210 0.191 0.204 

0.49 – 0.54 472344 18 1.762 0.566 0.660 

0.55 – 0.61 478466 9 0.876 -0.133 -0.169 

0.62 – 0.79 471608 17 1.667 0.511 0.590 

Slope curvature      

Concave  

(-21.534 –  

-0.001) 

120682

0 
35 1.344 0.295 0.438 

Flat (0 – 0.001) 
147620

4 
16 0.510 -0.674 -0.967 

Convex (0.002 – 

27.276) 

117377

2 
32 1.264 0.234 0.329 

Distance to roads 

(m) 
     

0 - 18 468428 8 0.796 -0.228 -0.267 

18.01 - 45 565044 17 1.393 0.332 0.390 

45.01 - 81,01 560176 10 0.832 -0.184 -0.224 

81.02 - 117.01 472655 14 1.372 0.316 0.358 

117.02 - 171.01 476218 11 1.072 0.070 0.069 

171.02 - 261.02 458687 10 1.013 0.013 0.003 

261.03 - 477.04 435329 2 0.223 -1.501 -1.607 

477.05 - 2,295.19 420259 11 1.214 0.194 0.209 

 
ROC curve analysis was carried out on the weight of each 

landslide causative factor to obtain its influence on the 

landslide occurrence. The AUC value below 0.6 was 

supposed to have a low influence between a landslide factor 

to landslides [19], [34], [36]. The AUC values for all 

parameters in this study varied from 0.595 to 0.876 (TABLE 

II). 
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TABLE II 

THE AUC VALUES OF ALL LANDSLIDE CAUSATIVE FACTORS 

Parameter AUC value 

Slope (%) 0.876 
Lithology 0.845 
Rainfall 0.823 
Elevation  0.821 

Geomorphology 0.806 
Aspect 0.787 
River density 0.763 
Distance to rivers 0.752 
Road density 0.715 
Vegetation index 0.637 
PGA 0.613 
Slope curvature 0.599 

Distance to roads 0.595 

 

Among all factors, five landslide factors have the greatest 

influence on the landslide occurrence, with the AUC values 

more than 0.8. Those factors are slope (0.876), lithology 
(0.845), rainfall (0.823), elevation (0.821), and 

geomorphology (0.806). The slope is the most influential 

factor to landslide in this study area. It has a strong 

relationship with shear stress. The increasing slope gradient 

generally causes increased shear stress and slope instability 

[7]. 

As shown in TABLE II, it can be seen that two parameters 

have AUC values less than 0.6, i.e., the slope curvature and 

the distance to the roads. Thus, two scenarios were conducted 

in LSM modeling to investigate the influence of the AUC 

values threshold on the landslide susceptibility model 
accuracy. The first scenario (scenario-1) considered only 

eleven factors that met the AUC threshold value. The second 

scenario (scenario-2) involved all the thirteen landslide 

causative parameters. 

A. Scenario-1 

The parameter selection in scenario-1 was determined by 

the threshold value of the AUC of higher than 0.6 [19], [34], 

[36]. Therefore, this scenario only used eleven parameters in 

the LSM modeling because two parameters, i.e., the distance 
to roads and the slope curvature, were omitted. The FR, IV, 

and WoE models of landslide susceptibility were validated by 

training and test data to obtain the success and predictive rates, 

respectively. Model validation is a mandatory step in any 

modeling to assess model performance. The success rate of 

FR, IV, and WoE was 0.911, 0.944, and 0.942. Meanwhile, 

the predictive rate was 0.901 for FR and 0.919 for both IV and 

WoE. Fig. 5 shows the ROC curves and AUC values for the 

success rate and the predictive rate of scenario-1. 

B. Scenario-2 

The scenario-2 used all parameters because it considered 

the importance of other parameters, namely slope curvature 

and distance to roads. In scenario-1, the distance to road 

variable was classified by the quantile classification method. 

Meanwhile, in scenario-2, the distance to road variable was 

classified by another classification method, namely manual 

classification. Accordingly, the AUC value of distance to 

roads increased from 0.595 to 0.616. The classes of distance 

to roads based on manual classification and the weight can be 

seen in TABLE III. This AUC value indicates that the manual 

classification method is more suitable for this variable than 

the quantile method. The manual classification method was 

also used for classifying the same factor by a previous LSM 

study [51]. 

 

   
 

 
Fig. 5 ROC curves for the scenario-1: success rate (above) and predictive rate 

(bottom) 

 

Similar to the LSM in scenario-1, the LSM in scenario-2, 

which involved all thirteen parameters, was validated. With 

the addition of those two factors, the model accuracy 

improved both for success and predictive rates. The success 

rates of FR, IV, and WoE were 0.923, 0.956, and 0.953, 

respectively. Meanwhile, the predictive rates of all models 

were 0.908, 0.927, and 0.923, respectively (Fig. 6).  

 

 

 

 
Fig. 6 ROC curves for the scenario-2: success rate (top) and predictive rate 

(bottom) 
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Thus, it is clear that the accuracy values of those three 

models were varied but are not much different. This result is 

consistent with some previous model comparative studies 

[21], [35]. As indicated in TABLE IV, the performance of 

those models in scenario-2 is better than those in scenario-1. 

Therefore, it can be concluded that eliminating specific 

landslide parameters with an AUC value below 0.6 can reduce 

the accuracy of the model. 

TABLE III 

THE SPATIAL RELATIONSHIP BETWEEN LANDSLIDES AND DISTANCE TO 

ROADS CLASSIFIED BY MANUAL CLASSIFICATION METHOD 

Distance to 

roads (m) 
Ʃ pixels 

Ʃ 

landslide 

pixels 

FR IV WoE 

0 – 50 1082588 25 1.072 0.070 0.058 
50.01 – 100 755366 13 0.802 -0.221 -0.308 
100.01 – 200 885421 29 1.516 0.416 0.542 
200.01 – 300 395473 5 0.592 -0.524 -0.610 

300.01 – 500 343192 2 0.279 -1.279 -1.383 
500.01 – 1,000 293346 5 0.795 -0.230 -0.287 

1,000.01 – 1,500 77647 4 2.377 0.866 0.854 
> 1,500.01 23763 0 0.012 -4.431 -4.478 

TABLE IV 

AUC VALUES OF ALL THREE MODELS IN SCENARIO-1 AND -2 

Models Scenario-1 Scenario-2 

Success 
rate 

Predictive 
rate 

Success 
rate 

Predictive 
rate 

FR 0.911 0.901 0.923 0.908 

IV 0.944 0.919 0.956 0.927 
WoE 0.942 0.919 0.953 0.923 

 

Table II shows that the distance to road variable was 

classified using the quantile method, producing the AUC 

value of 0.595. Meanwhile, by changing the classification 

method, the AUC value of distance to road variable increased 

to 0.616. Despite the low AUC value, the distance to road 

parameter is highly recommended to be involved in LSM 

modeling because road construction in mountainous areas 

disturbs the original force equilibrium in the slopes and 

increases the slope instability along the roads [11], [52]–[54]. 

Thus, parameters with a low AUC value should not 

immediately be omitted but must be further analyzed in 

connection to changes in classification methods or conditions 

in the field. 
The AUC value of slope curvature is also less than 0.6 

(TABLE II). However, concave and convex had high 

landslide probability indicated by FR weight of higher than 1, 

and the IV and WoE weights are positive (TABLE I). These 

results are also in line with previous studies, which stated that 

most landslides occur on convex and concave slopes [19], 

[37], [55].  

The AUC value for slope curvature is less than 0.6 because 

this parameter was only classified into three classes, namely 

convex, flat, and concave, in this study. Similar classes of the 

slope curvature parameter were also used in other previous 
studies on landslide susceptibility [6], [35], [37]. However, a 

previous study that used nine classes of slope curvature 

produced an AUC value of higher than 0.6 [19]. 

Fig. 7 illustrates that the landslide probability of convex 

and concave slopes was almost equal, and some landslide 

occurrences were also found in the flat curvature. Thus, the 

landslide source area consisted of a nearly even mixture of 

three types of curvature. Although landslides occurred in the 

convex slope generally, in more detail, some landslide 

portions were in flat curvatures, as indicated by flat pixels in 

Fig. 7.  

 

 

Fig. 7 The landslide source area of Cimanggung consisted of three types of curvature: (a) the UAV photos, (b) the slope curvature map 

 

Landslide susceptibility zonation for the study area was 

generated from the LSM of scenario-2 that involved all 

thirteen parameters because this scenario has higher accuracy 

than scenario-1 (Fig. 8). The zonation is derived by 

classifying the landslide susceptibility index (LSI) 

qualitatively. It can be based on expert judgment or the related 

histogram [51]. In this study, each LSI from scenario-2 was 

split into five classes: very low (Class 1), low (Class 2), 

medium (Class 3), high (Class 4), and very high (Class 5) [20]. 

The very low class indicates the most stable zone, and the very 

high class shows the most unstable zone (TABLE V). 
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Fig. 8 The landslide susceptibility maps (LSMs) of FR, IV, and WoE 

 

TABLE V  

LANDSLIDE SUSCEPTIBILITY CLASS OF THE CITARIK SUB-WATERSHED  

Class LSI Area Landslides 

Pixels % Pixels % 

FR      

1 1.951 – 7.846 715750 18.558 0 0 

2 7.847 – 10.848 946454 24.540 5 4.237 

3 10.849 – 16.743 1331574 34.525 8 6.780 

4 16.744 – 28.315 781296 20.258 32 27.119 

5 28.316 – 51.034 81722 2.119 73 61.864 

IV      

1 -36.216 – -20.236 612945 15.893 0 0 

2 -20.235 – -13.805 786284 20.387 2 1.695 

3 -13.804 – -7.569 833679 21.616 3 2.542 

4 -7.568 – -1.528 1006802 26.105 6 5.085 

5 -1.527 – 13.477 617086 16.000 107 90.678 

WoE      

1 -40.883 – -23.298 677476 17.566 0 0 

2 -23.297 – -15.771 821763 21.307 2 1.695 

3 -15.770 – -8.445 875391 22.697 4 3.390 

4 -8.444 – -1.170 990282 25.676 9 7.627 

5 -1.169 – 17.418 491884 12.754 103 87.288 

 

LSI of frequency ratio (FR) has a data distribution of a 

positive skewness curve ranging from 1.951 to 51.034. 

Meanwhile, LSI of Information Value (IV) has a multi-modal 

distribution with a range value of -36.216 to 13.477, and WoE 

has a bimodal (double-peak) distribution with a range value 

of -40.883 to 17.418 (Fig. 8). Based on the data distribution, 

the LSI of FR was classified using geometrical intervals due 

to its skewness of the data distribution [51]. The classification 

method for LSI of IV and WoE was the natural break. The 

very low class (Class 1) indicated the stable zone; no landslide 
has occurred there, either in the map of FR, IV, or WoE. From 

TABLE V, it can be concluded that landslide occurrences 

were dominated in the very high class (Class 5) and decreased 

gradually to the lower classes. 

Those three landslide susceptibility maps (LSMs) showed 

that northern, northeastern, south-eastern, and southern parts 

of the sub-watershed are under high to very high susceptibility 

to landslides, including the Cimanggung area, where a recent 

deadly double landslide occurred. The recent landslide is 

located in the high susceptibility zone on the LSM-FR and the 

very high susceptibility zone on the LSM-IV and LSM-WoE. 

253



Therefore, it indicates that areas in the high and very high 

susceptibility zones of those three LSMs should be considered 

to be mitigated. The performance of those three models, both 

in scenario-1 and scenario-2, is excellent, with the AUC 

values more than 0.9, referring to the AUC value 

classification [38], [49]. 

IV. CONCLUSION 

This study aims to evaluate the threshold of the area under 

curve (AUC) value for parameter selection in the landslide 

susceptibility mapping, with a case study of the Citarik sub-

watershed. The performance of FR, IV, and WoE models in 

scenario-1 that used the selected eleven landslide parameters 

and scenario-2 that used all thirteen parameters is excellent, 

with an AUC value of more than 0.9. Regarding the threshold 

of AUC value in parameter selection, it can be concluded that 

eliminating specific landslide parameters with an AUC value 

below 0.6 can reduce the model's accuracy. The recent deadly 

landslide area is located in the high to very high landslide 
susceptibility zone based on the modeling results. Thus, 

detailed mapping is necessary to mitigate hazards in all 

landslide-prone areas, especially in residential areas. 
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