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Abstract— Visually impaired people use braille letters to write and read, which not all people with normal vision can read. It causes 

parents of children with impaired vision to have difficulties in assisting them in learning at home. At the same time, the involvement of 

parents in children's learning assistance is needed to monitor their learning progress. In this research, braille letters are identified 

through images taken using a scanner as a tool to input the images. Then, the Canny edge detection method is used obtain all the edges 

of each braille dot. Feature extraction is applied to obtain all characteristics of each letter, and the method used is the Gabor Wavelet. 

The features which are utilized include standard deviation, mean, variance, and median with a theta angle of 00, 300, 450, 600, 1200, 1350, 

1800 and wavelengths of 3, 6, 13, 28, and 58. These features are combined and used as test data and training data for the Support Vector 

Machine (SVM) classification stage and produce letters and words in alphabetic letter forms. Braille letters that can be identified in 

this research are small letters, capital letters, punctuation marks, and numbers. Tests are carried out using a multi-class confusion 

matrix scenario to determine the level of accuracy, precision, and recall. Based on the results of the tests conducted using 758 braille 

letters, the accuracy value is 98.15%; the precision value is 97.66%; and the recall value is 98.28%. 
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I. INTRODUCTION

People with normal eyesight exchange information in 

visual and printed form. It is different from someone who has 

visual deficiencies or is blind, causing problems in 

exchanging information in written form. A visually impaired 

person should be assisted by their family, in which parental 

involvement in the learning process also contributes to 

learning outcomes [1]. Learning is carried out not only at 

school but also at home, in which parents play a crucial role 

in helping children understand their learning. A visually 

impaired person uses braille to write and read. This causes 
parents to have difficulties assisting children with visual 

impairments in learning. 

Up to this point, the braille script has been translated by 

matching each braille letter with the alphabet until it is 

readable. For people who are not fluent in braille, this method 

is ineffective. Therefore, it is necessary to develop an 

intelligent system that helps ordinary people to recognize 

braille easily. Braille is a touch script consisting of raised dots 

that indicate letters, numbers, and symbols. For visually 

impaired people, reading braille is done by using the sense of 

touch by fingertips [2]. 

This research aims to build a braille identification system. 

In research by Smelyakov et al [3] revealed that the test 
accuracy of applying the neural network method in 

identifying Braille characters is 95%. Mousa et al. [4] show 

that the accuracy value obtained is between 94% and 99% in 

producing text in alphabetical letters. Then, in research by 

Antonscopoulous and Bridson [5], the average accuracy value 

obtained is between 94.9% in recognizing a one-sided braille 

text. Another research uses the contour method with an image 

slope of 0 degrees to 0.5 degrees [6]. The image classification 

using the Support Vector Machine (SVM) method for Braille 

recognition reaches 97,44%ccuracy [7]. Other previous 

research discussed braille recognition with different methods 
and extraction features [8]- [13].  

The best combination comes from HoG algorithm and 

SVM with an accuracy of 94.43% in character recognition [14] 

and is also used for different objects [15], [16]. The Gabor 

Wavelet extracted features combined with the PCA method to 

recognize the traffic sign using parameters of 5 scale, and 
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eight orientation gets 95% [17]. Other previous studies using 

Gabor Wavelet to identify facial images and classified by 

KNN method obtain 100% accuracy depending on the quality 

of the braille document  [18].  

Based on several studies that have been conducted, there 

are three main contributions of this study. This study proposes 

Gabor Wavelet as a feature extractor to enhance the 

recognition of braille images. Also, this study aims to prove 

that the Support Vector Machine (SVM) with Gabor Wavelet 

can produce high accuracy of braille recognition. In addition, 

this study is subject to prove that the SVM with Gabor 
Wavelet can be used to build a braille recognition system with 

high accuracy.  

II. MATERIAL AND METHOD 

This study is developed in several stages shown in Fig 1. 
 

 
Fig. 1  Research stage 

The first stage is inputting process of the braille letter 

image using a scanner. Afterwards, the images are saved 

in .jpg, .bmp, and .png formats. The images used in this study 

are braille images in the word forms of uppercase and 

lowercase letters, punctuation, and numbers. The braille 

image processing is subsequently carried out aiming to 

improve the images and prepare them for the image 

segmentation process. In the image segmentation process, the 

images of words will be separated into the images of each 
letter.  

After that, images of each letter will be examined with a 

feature extraction process using the Gabor Wavelet. This 

result is saved into training data and test data. The next 

process is classifying images based on the feature extraction 

data on the training and test data set. Both data will be 

processed and produce class identification according to the 

test data using the Support Vector Machine method. The 

classes are combined to form a word according to the braille 

images. 

A. Image Processing 

Image preprocessing stages include several processes, seen 

in the following: 

1) Grayscale: Grayscale is a process to change the input 

images into gray-level ones. Each image pixel entered 

initially has RGB values, then the average value is calculated 

so that the color pixel value changes and becomes a gray value 

[19]. 

2) Median Filter: Median Filter is a process that aims to 

remove noise in the previous grayscale images. A median 

value is obtained by calculating the median value of each 

mask [20]. The median filter is done by replacing the noisy 

pixel with the median value of the neighbor pixels. 

3) Binary Image: Binary Image processing is a process 
for converting a gray image into a black and white image [21]. 

The pixel value is changed based on the threshold value, that 

is, by calculating the average value of the degrees of gray. If 

the pixel value is greater than the threshold value, it will be 

converted to 255 (white). If it is smaller than the threshold 

value, it will be converted to a value of 0 or black [22]. Binary 

images are used to identify the existence of objects that are 

represented as regions in the image. 

4) Dilation: Dilation is a process used to add pixels to the 

boundaries of the image. A braille image makes the black dots 

smaller [23]. It is a process of combining image points that 
intersect with the element structure and finding the maximum 

pixel value in the element structure environment [24]. It aims 

to remove some tiny dots or noise so that the braille images 

only contain black dots letters and reduce the risk of reading 

non-braille dots. 

5) Erosion: Erosion is a process used to thicken black 
pixels or remove pixels to the boundaries of a braille image. 

It will return the braille dot size to its original size. This 

morphological process uses a small (radius of 1) disk-shaped 

structure element. It aims to reduce the false positive spots 

and away extrusions from the spine region [25]. 

6) Canny Edge Detection: The Canny Edge Detection 
method is used to extract the edges of objects in images. It is 

an image processing technique to detect brightness 

discontinuities, extracting large gradient brightness 

magnitudes [26]. This method yields the best result than other 

edge detection methods because it can effectively suppress the 

noise and detect it well [27]. 

7) Contour Normalization: Contour Normalization is 

needed because image contours on the system have different 

sizes and shapes. In this process, they will be converted into 

similar shapes and sizes. It consists of several processes. The 

first is detecting the edges of every dot of the images. This 
Canny edge detection process aims to mark out the essential 

input images and produce the circular edges of the braille 

letters. After that, every contour is figured out to calculate the 

center point of each contour.  

From the center point coordinates, the shape and size of 

each contour will be equalized by drawing a circle at each dot 
with the same radius. The next stage is looking for the contour 

area of the image. This sub-process will crop the image only 

on the braille texture area. The previous process produces a 

photo with a black background and white braille dots. Then it 

inverses the image color to restore it to the original image 

color. 
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Fig. 2  Contour normalization process 

B.  Image Segmentation 

At this stage, images are grouped based on the letters and 

are segmented, resulting in a picture for each letter for the 
feature extraction process. The image segmentation process is 

carried out in several stages. The first stage is thickening each 

braille dot by using the erosion process with a kernel size of 

100x7 pixels so that the dots of each braille letter that are close 

will merge into one form of a black segment. The black 

elements indicate letters, and the white elements indicate 

blank spaces between letters. The next stage is detecting the 

edge to find the edge of the line formed on each black element 

and finding the coordinate value from the edge detection 

image. Then, the subsequent stage projects it on the previous 

image and crops it according to the formed line. 
 

 
Fig. 3 Segmentation Image process (a) Contour normalization image  

(b) Erosion for each contour (c) Edge detection image (d) Braille 

segmentation image 

C. Gabor Wavelet Feature Extraction 

Feature extraction is a process of retrieving important 

information in an image. Feature extraction aims to take the 

specific characteristics of an object for storage. These 

characteristics are used for comparison in identifying certain 
objects in an image. This feature extraction is used as a 

parameter or input value at the classification stage. It is 

undertaken using the Gabor Wavelet method.  

The image convolution obtains the 2-D Gabor Wavelet 

with a Gabor Wavelet kernel. These wavelet filters are applied 

to the image that is designed to selectively pass-through 

regions containing a specific size and orientation of a given 

shape structure [28]. It is an efficient transformation in 

compression because it can provide optimal resolution in 

extracting local features [29]. The image filtering process 

using the Gabor Wavelet is seen as a convolutional operation 
between the image matrix and the convolution kernel matrix. 

Parameters, such as x, y, j, and θ are used to determine the real 

and imaginary kernel.  

This characteristic is a value obtained from combining each 

orientation angle value θ and the frequency value F. The 

different varieties of the values of θ and F produce different 

characteristic values. These feature values represent the 

elements in an image feature vector. The dimensions of the 

resulting feature vector depend on the number of 

combinations of θ and F used [30]. This stage involves 

calculating the feature value of an image according to the 

parameters used. The process of the Gabor Wavelet feature 
extraction process is shown in Fig 4. 

 
Fig. 4  Gabor wavelet process 
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Feature extraction using the Gabor Wavelet has several 

processes:  

1)  Input Process: The image input process is carried out 

by inputting a previously segmented letter image. Then, the 

image will be resized to match the size of all images to be 

extracted. 

2)  Determine Parameters: In kernel development, several 

parameters are needed, including  which represents the 

wavelength,  which represents the angle of orientation from 

normal to the parallel line of the Gabor function,  which 

represents the phase offset,  which represents the sigma 
parameter or standard deviation of the Gaussian envelope, and 

 which represents the aspect ratio spatially and to determine 
the ellipticity of the Gabor function support. 

3)  Build real and imaginary kernels: This is performed  

from Gabor Wavelets using the following formula [31]. 

���, �� � �	
���
 ��� �� �	 ����
��� �  ���

�
� ��  ����2� �! � �         (1) 

���, �� � �	
���
 ��� �� �	 ����
��� �  ���

�
� ��  �"#�2� �! � �       (2) 

 �! �  � ��� $ � � �"# $ (3) 
 �! �  �� �"# $ � � ��� $   (4) 

 %&� �  √(	 �  "%	   (5) 

Where F is the frequency,  is the angle of orientation to the 

image ranging from 0 to 2p, and  is the sigma. The equations 
are divided into the real kernel and the imaginary kernel. 

Formula 1 is the real kernel, and formula 2 is the imaginary 

kernel. Meanwhile, Formula 5 is the formula used to calculate 
the result of convoluting images by the real kernel and the 

imaginary kernel. 

4)  Convolution image by each kernel: The next stage is 

convoluting an image by each kernel that has been built by, 

which will produce a real convolution image and an 

imaginary convolution image.  

5)  Calculate the magnitude value: This calculation is done 

by using equation 5. A Magnitude output value consists of the 

square root of the sum of the square of real parts and square 

of imaginary parts. It is used as the feature of the image. 

6)  Calculate the statistical features: This calculation is 

used for the classification process. This research uses the 
mean, standard deviation, variance, and median statistical 

values for features to extract. 

 ) � �* ∑ ,-*-.�  (6) 

 / � 0�* ∑ ��- � )�*-.� 	
 (7) 

 /	 � �* ∑ ��- � )�*-.� 	
  (8) 

 1�2 � �3�453��  (9) 

D. Support Vector Machine Classification 

Support Vector Machine is a learning method used for 

binary classification, basically looking for the best hyperplane 

which works as a separator of two classes in the input field 

[32]. The SVM method will search and separate the 

hyperplane into two classes. Hyperplane as the best separator 

is figured out by finding the hyperplane margin and finding 

the maximum point value. Margin is the distance between the 

hyperplane and the pattern that is closest to each class. The 

closest pattern is called Support Vector. 

At first, SVM was developed to solve the problem of two 

classes. And then, it is developed again to classify more than 

two classes or multi-class. The multi-class classification is 

divided into two that are commonly used, namely one against 
all (OAA) and one against one (OAO) [33]. This study uses 

the One Against All method with the following formula to 

determine the class of new data (x) based on the largest 

hyperplane value using the following equation [34]. 

 �6&��� � &(�%&��∑ 7-�-8��, �-� � 9:-.� �  (10) 

This SVM classification stage will produce words in 

alphabetical letters according to the image entered into the 

system. The process is shown in Fig 5. 

 

 
Fig. 5  SVM process using training data and testing data 

 

For the classification process using the support vector 

machine (SVM) method is conducted based on the results 

from the feature extraction process. In this process, features 
of test data are compared with features of train data that have 

been labeled. In this classification, there are 36 classes, 26 of 
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which are letters of the alphabet, 9 punctuations, and 1 space. 

This study employed one against all methods. 

The first step is to read the extraction feature and choose 

the feature value that will be used for classification. Then 

perform the test data formatting and training data by 

determining the features and class labels. Determining the 

SVM parameters needed in this classification process and 

then fitting the model according to the training data. After 

being fitted, the model can be used to predict the test data 

based on the features that have been selected. Then, the 

classification result is produced in the form of a class label for 
each tested feature. 

III. RESULT AND DISCUSSION 

A. Result 

Braille images are processed to become the image of each 

letter. The letter image will be processed with the feature 

extraction process using Gabor Wavelet. To simulate the 

kernel development process, the Gabor kernel to be made has 

a size of 3x3 with a frequency of 
√		;< , sigma x is 10, sigma y 

is 1, and theta () is 900. 
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1	 FG 

����2�� √22HI �� ��� 9 0 � � �"# 9 0� � 6.46 

�-:�1,1� � 12��10�1 ��� C� 12 D�� ��� 9 0 � � �"# 9 0�	
10	

� ��� �"# 9 0 � � ��� 9 0�	
1	 FG 
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The calculation continues until the last element. Below are 

the results of building a real kernel and an imaginary kernel. 

�=>?@ � N6.46 3.17 1.261.3 4.32 1.161.18 2.63 4.76Q 

�-: � N�2.67 �1.75 �8.75�9 �3.57 �1.12�1.14 �2.9 �5.91Q 

 

After the real and imaginary Gabor kernels are obtained, 

the next step is to convolute the image with the two kernels. 

The following is the original image matrix and the convoluted 

image with each Gabor kernel. 

S("�"#&6 T% & �� �
⎝
⎜⎛

4 4 3 5 46 5 5 6 64 5 5 5 64 4 5 6 74 5 6 5 5⎠
⎟⎞ � N6.46 3.17 1.261.3 4.32 1.161.18 2.63 4.76Q 

Real image convolution  

�(� �
⎝
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124 126 122 133 140118 114 119 124 137117 129 132 147 153115 118 129 138 148103 114 129 144 149⎠
⎟⎞ 
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⎝
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4 4 3 5 46 5 5 6 64 5 5 5 64 4 5 6 74 5 6 5 5⎠
⎟⎞ � N�2.67 �1.75 �8.75�9 �3.57 �1.12�1.14 �2.9 �5.91Q  

Imaginary image convolution �"%� �
⎝
⎜⎛

0 0 0 0 00 0 0 0 00 0 0 0 00 0 0 0 00 0 0 0 0⎠
⎟⎞ 

 

After convoluting the image with each kernel is completed, 

the convoluted image with the real kernel will be stored in the 

variable r and the imaginary kernel in the variable m. The 

results of the two convolutions to get the magnitude value 

uses the following equation: 
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16 4 36 25 144100 196 81 16 81121 1 16 105 113169 100 1 100 114113 196 1 0 185⎠
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The results of the magnitude are extracted to obtain its 

feature values, such as the mean, variance, standard deviation, 

and median, which will be stored in the training data. 

) � 125 \ �-
	H

-.�
� 7.884 

/ � 0 �	H ∑ ��-	H-.� � 7.884�	 � 4.516   

/	 � 125 \��-
	H

-.�
� 7.884�	 � 20.4 

1�2 � ���	H]��	 � ��^ � 10 

This classification process is based on the results obtained 

from the feature extraction process. In this process, feature 
matching is carried out with the features in the existing 

database. In this classification, there are 27 classes, 26 of 

which are letters of the alphabet and one of which is space. In 

this study, multi-class SVM uses one against all methods. For 

more details, the following is an illustration of the calculation 

in the SVM classification. In the example of applying the 
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SVM method using 6 sample data training, each of which has 

A, B, and C classes. 

TABLE I 

THE DATA TEST 

sample x1 x2 x3 x4 x5 x6 x7 x8 

bx 0.17 0.24 0.29 0.68 0.038 0.058 0.23 0.8 

TABLE II 

THE TRAINING DATA ON THE DATA FRAME 

A1 A2 B1 B2 C1 C2 

0.21 0.22 0.18 0.19 0.25 0.22 
0.15 0.16 0.24 0.24 0.16 0.16 

0.23 0.28 0.27 0.29 0.23 0.20 
0.79 0.78 0.69 0.70 0.71 0.71 
0.046 0.050 0.036 0.039 0.061 0.048 
0.022 0.024 0.060 0.057 0.027 0.027 
0.13 0.175 0.23 0.24 0.08 0.09 
0.84 0.83 0.8 0.81 0.76 0.77 

 

Then dot product calculation is undertaken with the linear 

kernel function K (x, y) based on the Table I and Table II 

above. 

TABLE III 

DOT PRODUCT TABLE 

A1 A2 B1 B2 C1 C2 

1.380524 1.394942 1.333448 1.357988 1.260684 1.25669 

 

The sample data B will be tested on each training data for 

each class. The class that has the highest yield will be the final 

decision. The values α, y, and b are taken from the training 

data, while the values K (xi, xj) are from Table III. 

7_ �
⎣⎢
⎢⎢
⎢⎡
0.110691720.110750060.095956540.095730520.096449510.09650884⎦⎥

⎥⎥
⎥⎤ f"&�g � 0.20 

7f �
⎣⎢
⎢⎢
⎢⎡
0.09619340.096207970.110908210.111030670.096817710.09685297⎦⎥

⎥⎥
⎥⎤ f"&�h � 0.22 

7i �
⎣⎢
⎢⎢
⎢⎡
0.095570280.095476210.095846030.095697550.111364140.11134695⎦⎥

⎥⎥
⎥⎤ f"&�j � 0.24 

The following are the decision function for each class. 

Class A = ((1*0.1106917*1.380524) + (1*0.1107501 * 

1.394942) + (-1*0.959565*1.333448) + (-1 

*0.0957305*1.357988) + (-1*0.0964495* 

1.260684) + (-1 * 0.0964937 * 1.25669)) + 

0.2001206 

 = 0.0066141 
Class B = 0.0120955 

Class C = -0.002022 

Based on the final decision function in each class A, B, 

and C, the braille image tested is included in class B because 

the class B classification result is the highest classification 

result of the other classes. 

B. Testing Result 

Application testing is implemented after the coding stage 

is completed. The testing stage aims to determine the level of 
success of the classification process that has been built. 

System testing is implemented in this research by creating a 

multi-class confusion matrix and validating the application's 

data; 15 words will be taken randomly to be read directly by 

a visually impaired person. 

TABLE IV 

CONFUSION MATRIX 2 CLASS SCENARIO 

 
Predicted Class 

A B 

Actual Class 
A TP FN 

B FP TN 

 
Through confusion matrix testing, accuracy, precision, and 

recall results can be assessed. In the measurement of 

confusion matrix multi-class, there are four terms to represent 

the results of the classification process, namely:  

 TP (True Positive) is the number of instances correctly 

classified by the system like A. 

 TN (True Negative) is the number of instances 

correctly classified by the system as B 

 FN (False Negative) is the number of instances 

incorrectly classified by the system as B that is A 

 FP (False Positive) that is the number of instances 

incorrectly classified by the system as A that is B [31].  
The next is to calculate the accuracy obtained from the 

number of diagonal values of the confusion matrix divided by 

the total value of the prediction, the precision obtained from 

the number of correct values of the class divided by the 

number of predictions in its class, and the recall obtained from 

the number of correct values of the class divided by the actual 

number of classes. The test data used are 758 letters consisting 

of braille letters and punctuation marks. The formula for 

measuring the three parameters is presented in the following 

equation. 

 _��k(&�� � lm]l*lm]nm]n*]l* (11) 

 o(��"�"�# � ∑ � pqrsqr5pqr�4rt3 u  (12) 

 v��&66 � ∑ � pqrswr5pqr�4xt3 u  (13) 

The test results using the confusion matrix multi-class are 

shown in the following Table V. Based on the table, the 

accuracy value is obtained by calculating the accuracy as in 

equation 11. 

_��k(&�� � 744758 �100% � 98.15% 
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TABLE V 

CONFUSION MATRIX MULTI-CLASS 

 
 

TABLE VI 

RECALL AND PRECISION VALUES FOR EACH CHARACTER 

Class Recall Precision 

space 1 0,99 
! 1 1 
Numeric Marker 1 1 
Capital Marker 1 1 
, 1 1 

- 1 1 
. 1 0,71 
/ 1 1 
: 1 1 
? 1 1 
a 1 1 
b 1 1 
c 1 1 
d 1 1 

e 1 1 
f 1 1 
g 1 1 
h 0,83 0,94 
i 1 1 
j 1 1 
k 0,97 1 
l 1 0,95 

m 1 0,9 
n 0,97 1 
o 1 0,94 
p 0,96 1 
q 1 0,78 
r 0,94 1 
s 0,94 1 
t 0,95 0,95 

u 0,82 1 
v 1 1 
w 1 1 
x 1 1 
y 1 1 
z 1 1 

 

The precision value used is the average precision for each 

class of the classification model. The precision value for each 

class and the average are calculated using equation 12. So, 

testing using the confusion matrix produces an average value 

of 98.15% accuracy, 97.66% precision, and 98.28% recall. 

o(��"�"�# � 35.15736 �100% � 97.66% 

v��&66 � 35.382736 �100% � 98.28% 

C. Analysis 

From the implementation and testing done before, the 
Gabor Wavelet can work well when combined with the SVM 

method, classifying the features obtained in the feature 

extraction process and identifying braille letters with good 

results. This can be proven in confusion matrix testing, which 

produces an average value of 98.15% accuracy, 97.66% 

precision, and 98.28% recall. 

The high accuracy of the classification process method 

depends on the number of braille character test image data 

used. The more images used, the higher the accuracy value, 

and the less the number of test image data, the smaller the 

accuracy value. Then, the slope in the braille script and the 
presence of dots or stains on the paper used to write braille 

can affect the identification results. For example, there is a 

strip close to the braille dots. The identification results can 

still produce letters according to the letters whose 

characteristic values are relative to those of the previous 

training data. 

The failure in identifying letters is due to the value resulting 

from feature extraction in the image in the classification 

process that tends to be close to other classes, compared to the 

actual letter class. In this research, the braille letters identified 

only can be done in 2 forms meaning that if numbers are to be 

identified, a word only consists of numbers. Then, words in 
braille only contain letters and punctuation without numbers. 

In braille identification application, identifying an image of 

a word in braille into the alphabet and the voice takes 4 

seconds on average, but in a braille image that is relatively 

longer in numbers, producing voice output takes on average 

11 seconds. Afterwards, the voice will be pronounced in 

Indonesian, which is provided by Google, so an internet 

connection is required to get the voice output. But, if there is 

no internet connection, its application still runs and generates 

identification results in words of alphabetical letters. 
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IV. CONCLUSION 

The results of the study show that the Gabor Wavelet and 

Support Vector Machine (SVM) is successfully applied to 

identify braille into the alphabet in digital image processing. 

This method can be implemented to identify braille letters in 

uppercase, lowercase, numbers, and punctuation, giving the 

test results of the confusion matrix method with an average 
value of 98.15% accuracy, 97.66% precision, and 98.28% 

recall. On average, it takes to identify a braille image is 4 

seconds, and identifying numbers needs 11 seconds. Testing 

is done by using random test data of 758 data. Stains influence 

the incorrect classification results in this study on the paper 

around the braille word images and the slope of the braille 

image. For further research, it is recommended to identify the 

difference between dots of braille and stains on paper. 
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