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Abstract— This paper studies the machine learning techniques that can be used to enhance the prediction method of the ionosphere 
for space weather monitoring. Previously, the empirical model is used. However, there is a large deviation of the total electron content 
of ionosphere data for the areas located in the equatorial and low-latitude regions due to the lack of observation data contributed by 
these areas during the development of the empirical model. The machine learning technique is an alternative method used to develop 
the predictive model. Thus, in this study, the machine learning techniques that can be applied are investigated. The aim is to improve 
the predictive model in terms of reducing the total electron content deviation, increasing the accuracy and minimizing the error. In 
this review, the techniques used in previous works will be compared. The artificial neural network is found to be a suitable technique 
and the most favorable from the review conducted. Also, this technique can provide an accurate model for time series data and fewer 
errors compared to other techniques. However, due to the size and complexity of the data, the deep neural network technique that is 
an improved artificial neural network technique is suggested. By using this technique, an accurate ionosphere predictive model in 
equatorial and low region area is expected. In the future, this study will analyze further by using computing tools and real-time data. 
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I. INTRODUCTION 

The solar phenomenon resulting from solar activity, also 
known as space weather, can affect the earth’s environment. 
This topic began after researchers surveyed phenomena such 
as aurora and magnetic interference that occurred due to 
solar activity [1]. Further research on space weather is 
continued due to the occurrence of the solar activity, causing 
disturbances that affect the Earth. Its most significant effect 
is that it affects the performance and reliability of space-
based technology. It can also cause harm to humanity. 
Among the major disruption that occurs due to space 
weather is the disruption of the ionosphere layer. The 
production of electrons generated from the solar activity will 
cause a disturbance in the ionosphere through fluctuations in 
electron density and consequently resulting in scintillation 
effects and ionosphere delay [2]. Thus, the severe ionosphere 
disturbances may cause electronic space damage, induced 
currents in power systems, effects on marine 
communications, navigation and so on. 

The empirical model, such as the international reference 
ionosphere (IRI) Model and NeQuick ionospheric model 
(NeQuick) have been used by the practitioner to predict the 

ionosphere condition to monitor the space weather  [3].  
However, for the areas located in the equatorial and low-
latitude region, there is a large deviation of total electron 
content (TEC) prediction due to lack of observation data 
contributed from these areas and regions during the 
development of the model [4]. Thus, an improved model 
should be considered to enhance the current model for the 
specific areas and regions that affected. Machine learning is 
an alternative technique that able to do so. This technique 
presents different modeling capabilities and predictions. In 
this study, the previous research on the prediction model that 
using machine learning will be reviewed and the techniques 
used will be identified to support this study.  

II. MATERIAL AND METHODS 

This section presents relevant works related to the 
predictive model. It also provides an overview of the 
prediction techniques and elaborates on the criteria used for 
the comparison analysis. 

A. Prediction Techniques 

The predictive model is an analysis process that is used to 
identify future events based on current and historical data. 
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For space weather, the prediction can predict the incident 
that may be encountered, and with that, the parties involved 
able to take appropriate steps such as providing an error 
correction value, early detection system and much more. To 
improve the model, different methods are used by the 
researchers.  These methods are ranged from physical to 
stochastic depending on available data inputs and resources 
[5]. The machine learning techniques became popular among 
researchers as it helps researchers or analysts to understand 
more about the system and it is easy to develop the 
prediction model [6].  It can provide computer learning rules 
and automation prediction models [7]. Among the machine 
learning techniques used in predictive models are artificial 
neural network (ANN), support vector machine (SVM), 
autoregressive integrated moving average (ARIMA) and 
regression [8]. 

ANN is known as the technique that is widely used in 
predictive models [8].  It proved to be very helpful in solving 
non-linear and complex system problems [9]. It also has a 
better generalization ability for real-time series problems 
[10]. ANN has been applied in the predictive model for 
various applications such as a model drug, HVAC system, 
traffic, and energy. In terms of accuracy, ANN can improve 
the predictive model by up to 95% [11]. Meanwhile, the 
root-mean-square error (RMSE) value is less than 5% and 
the mean absolute percentage error (MAPE) is less than 

8.6 % [9], [12]. Anyhow, all these values are still depending 
on certain conditions and application.  

The SVM is a neural network classification technique 
based on statistical learning theory. It uses a structured risk 
reduction principle that minimizes the upper bound of the 
expected risk [13].  It also can provide excellent predictive 
accuracy and find the optimal global solution [14]. ARIMA 
is very appropriate and applicable when existing information 
or data is limited and the data stream acts as a predictor [15]. 
It is suitable for making predictions for the time series model. 
While regression analysis is to get the function normally 
linear to the data and to know how one or more variables 
differ as one another function [16].  

There are also hybrid techniques used as their predictive 
technique such as joint linear-nonlinear extreme learning 
network and extreme learning machine with a new switching 
delayed particle swarm optimization (SDPSO-ELM) [17].  
Meanwhile, for time-series prediction methods, the 
techniques that are usually used are ANN, ARIMA, SVM 
and linear regression (LR) [18]. The ANN is found to be the 
most commonly used in time series forecasting tasks and 
applied in various fields or domains because it is able to 
facilitate decision-making for various domains [19]. 
However, for this study, to identify which algorithm is the 
best, these algorithms will be further analyzed and discussed. 
The overview of the prediction techniques is illustrated in 
Figure 1. 
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Fig. 1 Prediction Techniques 

B. Comparison Analysis 

RMSE, mean absolute error (MAE) and accuracy are 
three criteria that have been specified to ensure the most 
suitable technique is chosen. These criteria will be used to 
identify the best technique for this study. The following are 
the equations of these criteria used for the predictive model 
performance evaluation. 

 

 
 

(1) 

 
 

(2) 
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(3) 

 
Where �� is the actual value obtained and ��′ is the 

predicted value. Meanwhile, � measures the fitting degree 
between the actual and the prediction series with the range of 
[0, 1]. The closer R to 1, the more effective the predictive 
model will be. The RMSE represents the error that occurred 
during prediction. It is the measured average squared 
deviation of prediction values. A predictive model that has a 
small RMSE value will have better performance. ��� 
shows the magnitude of an overall error by measuring the 
average absolute deviation of predictive values from the 
actual values. The effects of positive and negative errors are 
not eliminated. To have a good predictive model, the MAE 
should be as small as possible. The final criteria, accuracy, 
defines how precise the technique can improve the model.   

III.  RESULTS AND DISCUSSION 

As described in the previous section, there are four (4) 
techniques that are suitable to be used for time-series data. 
Therefore, these techniques are compared on the same 
problem domain that is related to the space weather 
monitoring using the ionosphere data. Table 1 lists the 
results of the comparison. 

 
TABLE I 

PREDICTIVE TECHNIQUE ANALYSIS RESULTS 

Criteria Techniques 
ANN SVM ARIMA Regression 

RMSE 18.38[20], 
0.34[21]  

0.35[21], 
2.02 [22]  

4.407 
[23] 

18.57[20], 
3.98[22]  

MAE 2.5654 
[24] 

1.19 [22]  0.73 [25] 2.81[22] 

Accuracy Accuracy 
over 95% 

[4] 

96.74 
[26] 

83% [32], 
60-83% 

[25] 

84.8 ± 
4.3% [27] 

 
From the comparison study that has been done, the RMSE 

value for ANN is providing a slightly lower value than 
regression [20]. The ANN is also better than SVM by using 
the same parameter data [21]. Also, the RMSE value for 
SVM is better than regression by using the same parameter. 
Meanwhile, ARIMA not appropriate to be compared due to 
the different parameters are used. In terms of MAE, SVM is 
better than regression by using the same parameter. 

Meanwhile, ANN and ARIMA are not compared due to 
the different parameters used. Lastly, in term of accuracy, 
different parameter value was used. Therefore, it is not 
appropriate to state that SVM is the best. Nevertheless, there 
is a study that proved that the ANN model gives a better 
performance compared to the regression model [20]. Besides 
that, ARIMA able to predict successfully; however, it is 
found that the prediction precision result is lower when 
involving with the longtime series predicting [28]. Thus, it is 
difficult to identify which technique is the best. However, 
both ANN and SVM perform better than regression. Thus, 
ANN and SVM can be considered to be used in this study.  

But, as the ANN is mostly being used in ionosphere 
prediction and it is also has been recommended to be used 
for solar systems and solar radiation prediction [29]. Thus, 

for this study, ANN is proposed to be used to improve the 
prediction of the ionosphere. ANN had been proved able to 
perform better and more precisely than the IRI Model with 
the RMSE value of 0.4097 by using ANN and 3.8468 by 
using IRI Model [4]. It also provides better performance than 
the NeQuick 2 model for low latitude regions [30]. With that, 
ANN will be further investigated and analyzed on how it can 
improve the current ionosphere predictive model which only 
considers the historically observed data of ionosphere as the 
data input. Besides that, this proposed technique will be 
adapted to the in-depth learning approach as it can help 
ANN to handle large size data and complex data better. 

The deep learning is a machine learning algorithm that is 
able to expose non-linear and complex data. It allows a 
calculation model comprising multiple layers of processing 
to study data representation with multiple levels of 
abstraction [31]. The method used by deep learning is the 
multiple-stage representation-learning algorithm, which is 
obtained by arranging delegate modules at one stage 
(starting with raw inputs) to representations at a higher level. 
It is one of the fastest-growing learning techniques and 
capable of processing large-sized data. Research for this 
technique gets extensive opportunities with the availability 
of better software infrastructure and more powerful CPUs 
and GPUs. It is also effective and efficient for real-time 
detection. Also, it provides high-quality model predictions 
when combining with ANN [32]. The deep neural network 
technique had also successfully implemented for solar 
irradiance and ionosphere prediction [33], [34]. 

A. Ionosphere Predictive Model for Space Weather 
Monitoring 

The ANN is proposed in this study based on the 
comparative analysis that was done previously. In order to 
cater to the large and complex data, the deep learning 
approach will be adopted together with ANN. Also, the data 
that will be used in this study is the TEC data which is an 
ionosphere parameter and it can be predicted by using time 
series analysis [22]. TEC also an important parameter 
reflecting significant ionosphere characteristics and can be 
used to analyze ionosphere disturbance and cyclic change.  

B. Predictive Model Framework 

The new predictive model will use the deep learning 
framework to optimize its performance in handling the 
complex patterns and large size of ionosphere data.  The 
deep learning allows computational models to have multiple 
processing layers to learn data representations with varying 
abstraction levels.  It is also well-suited to many problems 
and has the potential to improve predictive performance [35].  
The new proposed model is expected to be more accurate 
and reliable by implementing a deep learning technique.  

Besides that, the established model such as IRI Model 
will also be used in the study as it globally used by most 
practitioners. Thus, the prediction result from the improved 
model can be compared with these models and the obtained 
result will be more accurate and reliable. The proposed 
technique will be studied in depth to ensure that it is 
appropriate and can enhance the predictive ionosphere model. 
Figure 2 described the process flow of designing the 
predictive model for this study. 
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Step 1: Cleaning Data and Removing Anomalies

Step 5: Network Topology Selection

Step 2: Feature Extraction of Ionosphere Data

Step 3: Normalization

Step 4: Split Data into Training, Test and 
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Fig. 2 Design framework 
 

First of all, the most important step is to clear data and 
remove anomalies from abnormal data. Abnormal data 
comes from lost reading or incorrect reading collected. 
Linear interpolation methods can be used to replace the lost 
data. Meanwhile, the wrong reading can be replaced with 
theoretical data or the data can be removed. If it is removed, 
it may be replaced with a maximum limit value if it exceeds 
the limit or interpolation results.  

Next, feature extraction is done to ensure only the 
required data is extracted. The data will be used as a set of 
data inputs and some of the data inputs considered for this 
study are latitude, longitude, and time of day. Then, the next 
step is normalization, whereby all data will be scaled 
between zero and one, as stated in Equation 4. 
 

 

(4) 

 
Where y is the normalized input, ymax is 1, and ymin is 0 and x 
is assumed to have only real values. This normalization is 
used as a pre-processing step to make the data comparable to 
the features. As the data flows through a deep network, data 
is likely to be too large or too small. Therefore, by 
normalizing data in small groups, this problem can largely 
be avoided. After the normalization process, the data will be 
split into three sets: training, testing, and validation. In this 
study, the data is planned to be split with 70%, 15%, and 
15%, respectively. The details of each set are described as 
follows. 

1)  Training set:  These data are utilized for the training of 
the predictive models. It is the portion of the initial data that 
will be used to evaluate the performance of the model. The 
parameters of the model that is being derived are chosen so 
that the model outcome, for this portion of data, will be very 
similar to the observed values of the dataset. 

2)  Test set:  The test data set is a portion of the initial data, 
normally smaller than the training set, utilized to test the 
model performance. After obtaining the model with the 
training data it is submitted to the inputs of the test set. The 
model outcome obtained from the test set is then compared 
with the observed values from the test data. The advantage 
of this process is that the model is tested with a portion of 
unseen data that were not utilized to optimize the model 
parameters during the training process. The test process is 
important because its results are used to compare different 
models. Then, a suitable model will be selected to model the 
problem. 

3)  Validation set:  As the test data, the validation data is 
smaller and unknown by the model set of data obtained 
using the training set. After testing and choosing the best 
model the test results need to be validated. The results from 
the validation process are the ones used to evaluate the 
model performance and compare it with other models from 
different analyses. 

The data that has been split will be trained and tested to 
ensure that the optimum value parameter can be identified 
and can produce the desired prediction model. Then, 
network topology will be selected to deliver the best network 
learning results. For this study, the input parameters are 
based on features that will affect the value of TEC, such as 
latitude, longitude, year, year and day time. Besides, 
information on magnetic activity, seasonal and diurnal 
variations, and solar activities should also be considered. 
Meanwhile, the number of neurons in hidden layers is a 
complicated aspect and it can be decided upon neural 
network training. These are among the factors that affect 
trained network performance. Typically, several different 
networks in the number of hidden layer neurons will be 
trained and then choose the best of them through the 
performance index. Meanwhile, the output is one neuron that 
is labeled as VTEC. Figure 3 shown the basic input and 
output flow. 

 

 
Fig. 3 Input and Output Flow 
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The results from the predictive models will be compared 
and the analysis of the results is done.  A few tests will be 
conducted by using different sets of data input in order to 
ensure the validity of the tests.  All findings will be 
discussed and concluded.  With that, the result is determined 
whether the DNN technique is able to do the improvement of 
the predictive ionosphere model for equatorial and low 
latitude regions. The validation will be done using the 
estimated TEC from the established model which is the IRI-
2012 and NeQuick 2 models. The same parameter inputs are 
compared with the VTEC based on Deep Neural Network. 
The renormalization process is done to ensure that the 
predictive model is within the appropriate range. Next, the 
evaluation of the performance of the new model is done by 
using MSE, RMSE and main bias error (MBE). Lastly, a 
newly designed predictive model is expected. 

C. Datasets 

The ionosphere is the uppermost atmospheric layer 
comprising a combination of ionized gas, ion, and electron 
that coat the earth at the height of 60 to 2000 km from the 
surface of the earth [36]. Ionosphere acts as a protector of 
the earth and life on it from any threat of space weather 
phenomena. The ionosphere data can be obtained by using a 
global navigation satellite system (GNSS). The GNSS that 
orbit the earth are namely Global Positioning System (GPS), 
European Galileo System, Russian Glonass System, Japan 

Regional Navigation Satellite System, China BeiDou System 
and India Regional Navigation Satellite System [37].  

This constellation is able to provide the desired coverage 
such as regional or global. In this study, the ionosphere data 
from GPS satellite will be used for the predictive model 
verification as it is claimed as the most accurate navigation 
satellite system. In this study, total electron content, TEC, is 
an ionosphere parameter that will be used as a feature. TEC 
is obtained by the integration of Ne along the signal path S, 
as shown in Equation 5. TEC can be expressed in TECU (1 
TECU is equivalent to 1x1016 electrons/ m2) [38], [39]. 

 

  (5) 

Where, electron density (Ne) is the amount of electron in a 
column of the cross-sectional area of 1 m2 along the path of 
the signal through the ionosphere. The TEC also can be used 
to determine the delay caused by ionosphere refraction. The 
relationship between time delay, a frequency of the signal 
and TEC is represented in the following equation. 
 

  (6) 

Where dt is the ionosphere time delay, c is the velocity of 
light and f is the wave propagation frequency [38], [39]. The 
sample of data to be collected and analyzed for this study is 
shown in Figure 4. 

 

 
Fig. 4 Sample Data 

 
D. The Significance of the Study 

The study can streamline the applied research in 
operational prediction space weather service for the areas 
located in the equatorial and low-latitude region, which is 
beneficial to the navigation and satellite positioning 

communities in the area. The study also plays an important 
role in predictive model development.  It is also expected to 
enhance the predictive model especially in processing 
complex and large-sized data.  The improvements in this 
model based on an in-depth learning approach will help the 
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analyst in making a good decision despite their lack of 
expertise. This will prevent unwanted events from happening.  
Besides, it will also help to speed up the prevention process 
as well as costs incurred in the event of any incident. 

Meanwhile, this study will be able to produce a reliable 
ionosphere predictive model for the space weather 
application. It will provide important information for anyone 
who may be affected by space weather. Space-based 
organizations can make their systems more robust and 
resilient to the effects of space weather.  Personnel can 
prepare themselves for any interruption of communication or 
electricity supply with emergency plans and so on.  The 
technique used will also benefit in the development of Space 
4.0 that intertwined with Industry 4.0.  Another important 
contribution of this study is that it will be able to provide 
additional inputs to the international regulatory authorities 
that are monitoring space weather issues such as National 
Oceanic and Atmospheric Administration (NOAA) and other 
related international organizations. Meanwhile, the research 
has some limitations, which is the data gathered might have 
some error or is corrupted. Thus, filtering and cleaning have 
to be done before the data can be used. Besides that, the 
availability of the historical data as the input of the 
predictive model needs to be considered. 

IV.  CONCLUSION 

As a conclusion, the deep neural network is suggested to 
be used to enhance the ionosphere predictive model for 
space weather monitoring. The deep neural network 
technique is proven to improve predictive model 
performance and reduces the complexity of predictions.  It 
has been implemented for solar irradiance data and there 
should not be any problem if it is implemented for 
ionosphere data specifically for the equatorial ionosphere 
data. With that, the improved predictive model is targeted 
and this model can provide an accurate and reliable predictor 
model that can predict and act as a domain expert on this 
subject. In the future, the deep neural network will be 
studied for the predictive ionosphere model with the real 
data. The simulation will be done using computing tools 
such as Matlab and the new improved model is targeted. 
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